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A Study on the Performance of TDNN-Based Speech Recognizer

with Network Parameters
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Abstract

This paper proposes a isolated specch recognition method of Korcan digits using @« TDNN(Time Delay Neural Network)

whiich is uble to recognize time-varying speech propertics, We also make an investigation of cffect on network parameter of

TDNN. : hidden layers and time-detays. TDNNs tn our experimenls consist of 2 and 3 hidden layers and have several

time-delays. From cxperiment resull, TDNN struclure which has 2 hidden-layers, gives a good result for speech recognition

of Korcan digits. Mis-recognition by time-delays can be improved by changing TDNN slruclures and mis-recognition

separaled lrom time-delays can be improved by changing (npul patterns.

I . introduction

Speech is a natural and easy method of communicalion
among human beings. Even in the virious new communic-
alion services (o be provided in Lhe luture, speech will still
play importanl roles. Recently, speech recognition lech-
nolopy has greatly progressed. th combination with AL
signal processing, stalistical modeling and various other
technologies. Specch recognilion services are based on
technology which has recently been reatized or whick will
be realized in the near future. This services include voice
dialer for cellular mobile radio and regular telephones, re-
sponse systems for guidance and rescrvation, order re-
ceiving scrvices using nafural conversalional speech, and
votee-input word processors. Speaker recognition will also
be used as a security control technigue.

Speech is essentially a time-varying phenomenon. Ex-
ploring temporal variability in representation of speech is
one of (ke outslanding problems in specch recopnition. Tn
the field of speech processing, the adaplive and learning
ability of ncural networks has been expeeted to provide
excellent properties[)]. When a ncural network s applied
lo speech recognilion, none of updating template data-
hase s reguired. Conventonal artificial neural networks
are struclured to deal wilh static patterns. Many neural
networks cannot make accurate clusters and recognize
carrectly when (he tnput dala sct holds lime-varyving
characteristics|2)13]. Specch is inherently dynamic in Gme,

Hence, some modiflications to the simple structures are
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required. ‘There is oo known correct or proper way of
handling speech dynamics within the framcwork. How-
ever several reasonable structures have been proposed and
studied, and one solution (o make use of time-varying
characteristics is the time-delay ncural network(TDNN).
A TDNN is an MLP(Multi-Laycr Perceptron) with fixed
lime delays. Tiach cell of a TDNN weights not only cur-
rent inpul feature veclor f{¢) bul also N preceding
vectors f(t —n) |4][5].

This paper discusses TDNN suitable for specch recogn-
ition system and develops a nctwork lor a recognition of
ume-varying speech signals of Korean digits. The desig-
ncd nelwork can recognize characleristics ol speech with
time-varying propertics. In experiments, the method to
make use of time-varying charactenistics is demonstrated
by TDNN system. And we compare the perlormances of
TIDNN with those of VQ and MSVQ.

In Ch.2, we introduce Multi-Section Vector Quantizal-
ion{MSVQ) which is a method (0 use lime-varying pro-
pertics. This is also time-normalizing input pattern in
TDNN. Ch.3 and Ch.4 are devoled lo explain TDNN.
Ch.5 is concerned with LPC Cepstrum. Qur experiments

and Resulls arc shown in Ch.6.
I[. Multi-Section Vector Quantization(MSVQ)

Conventional standard vector guantization approach
that uses a single veclor quantizer for the entire duration
of utlerance is not designed Lo preserve the sequential
characleristies of speech class. It requires that codebook
{or a particular utlerance speech be properly designed to

mintmize average distortion. Suppose there are M utler-
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ance speech classes to be recognized. We collect M sels of
trisning data. Each trwning set should contain a number
of utlerances of the same speech. M codebooks are desi-
gned by using minimum average distortion for the M ul-
terance speech classes. Each codebook represents a chasr-
acterization of cach speech class. During the recognition
operation, it doesn’t require any explicit time alignment|6]]7).

Lack of cxplicit characterization of scquenbal behavior
can be remedied by treating each uilerance speech as a con-
calenalion of several ullerance sub-classes, each ol which
1s represented by a VQ codebook. We call this Multi-Sec-
lion Vector Quantization. For an ulterance speech, we
divide Lhe ulterance inlo N, section lo decompase il inlo
a concatenation ol N,.

Given a set of training utlerances of known class, N,
sels of training dala are formed and used (o desipn N
cadebooks. These N, codebooks have an implicit temporal
order because they correspond o different portions of the
uiterances. Similar 10 the single codebook case, ecach set
of Ns successive codebooks represents one class, and the
average dislortion incurred in encoding an unknown ulter-
ance wilh the corresponding successive vector quantizers
is the discriminant score for the recognition decision[8)(9].

Fig. 1 represents S-section veclor guantizer designed

from 3 ullerance speeches,

[fomet ][] [fare] - [famett] - [fames ]

|cm| Jee] [cw| [cm] |cs)

Figure 1. 5-MSVQ production

. TDNN(Time Delay Neurat Network)

Ncural Networks have been seriously considered lor a
wide range of problems:parallel compulation, robustness
or faull tolerance, nonlincarity. Conventional artificial
neural networks are structured (o deal with stalic pal-

lerns, However, since spreech is inherently dynamic in time,

it needs some modificalions 1o the acural nelwork(9)]12].
There is no kmown correct or proper way (0 handle
speech dynamics. However severad reasonable struclures
have been propased and studicd. Perhaps the simplest
ncural network structure that incorporales speech pallern
dynamics s Lhe time delay ncural nelwork{T1INN}M4]{5}
(12). TDNN is a MLP with (ixed time delays from Jower
layer 1o upper layer. We define input pattern as N speech
sccltions. This structure extends input 1o cach computa-
tional element to include N speech sections.

To completely specify a newral nelwork., values for
weighting cocflicients and the oflset threshold for cach
compulalion clement must be determined, based on &
labeled set of traiming data. By a labeled traiming sel of
data, we mean an associalion belween sel of inpul vectors
X Xzo o0 Xy-o and desired veclors &y, @, . dn 1.
Bick propagation algorithm is used in TDNN, Using dis-
torlion belween outpul resull values and desired values,
weighting cocfllicienls are npdated lrom oulpul layer 1o

input Jayer backwardly. The algorithm is as follows;

[STEP 1]

Initialize all weight cocfficients and affsels

ISTEP 2|
Iapul values X, Xz, -+, Ny-1 and desired outpul
values @y, da - dn .

ISTEP 3|
Calculale outpul value at cach node

N-

net;= ¥ wix,. {1}
=0

YT —
- | +e (net, —u;)

where,  i's are lower layer nodes,
1 s an upper layer node,
and Wy, is o weight coelMicient of the branch
) connecling node | and node
[STEP 4]
Updale weighls

wilt + 1) =wift) 4 0,6, x, +alw 6 —w, (=1} (3)

where 7 — Iraining rate and & = momentum

for hidden layer,

8=yl —y,Nd,-y) {4)
and for oulput layer

di=xAl—x;) ; Sy 0k (5)

where k ts an upper layer node than node }'s
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V. TDNN Network Structures

It musl specily Tour characleristics lo implement an ar-
bitrary ncural network inumber and type ol i_npul.»., nel-
work conncclivity, choice of oflsel, and choice of non-hn-
carily. Mcthods using Cepstral coefficients as a inpul pat-
tern make an improvement on the recognition. But ncl-
work conneclivily is nol so clear. Network conncclivity
involves the number of hidden layers and the number off
nodes. Generally speaking, there is no gouod rule of thumb
as (o how large (or small) such hidden lavers must be. In
designing TDNN networks, the number ol hidden tayers
and lime-delay lerms are very imporlanl network para-
meter. 1T we wilk add a hidden layer and increase or de-
crease time-delay, lhe structure is more compliciled and
has an important clfect on other layers, tme-delay. and
recogaition rale. This 1s due (o the connectivity ol the
nelwork. We will inveshigate influence ol hidden-layer
and Gime-delay on nelwork. Changing these parameters,

we observe recognition rate and nus-recognized digil.
V. LPC Cepstrum

It can consider the basic model of speech production as
a vocad tract filler H(z) exoited by a penodic excilation
function F{z) for voiced specch or white noise E(z) Tor
wvoiced speech. 11 i the requency doman, the praduct
of the excitation and Niller spectrum is transformed to the
summation of these fwo specira, The transformation from
the frequency domain back to the time domain by
Fourter transform resulls in the cepstrum. The Excitation
#2) and vocal tract flilter £#{2) are lincarly separaled by a

complex logarithm operation. Then
logX(2) = loght(z) HopE(2)

The T.PC cepstral coefficients €, are defined as inverse
transformation of Lhe above lop spectrum fogX{z). The
cepstral coefficients, C,, of the spectra obtained from
LPC analysis can be compuled recursively [rom the LPC

cociFicienls, a, .

n—i

n-t
S >
'l n

Xin i nxl

where ;=0 when 2> p (f is the order of LPC analysis).

Vl. Experiments and Results

Speech data were sampled by || kHz. converted to 8
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hils, pre-emphasized, covered with a 200-sumple Hamming
window and [0th order LPC coellicients were evaluited
and converted to 10th order LPC cepstral coefficients.
Speech data are 10 Korean digits /young(0)/, /il(1)/, fit2)/,
fsam3Y/, [sadd)f, fol5). [yuk{6)/, fehik7Y. [pali8)/, [eu(9)/.
To oblain 40 frames per cach speech, we normalized -
terance speech to 40 Irames. 4 male and 1 female speakers
ullered 20 tmes per each digit. 3 out of 20 speech dala
were used in lraning procedure, and Lhe others were used
in lesl procedure.,

Qur experiments were composed of 2 steps. At 19 sicp,
we comparcd TDNN with MSVQ, and VQ mclliod. This
cxperimient had 2 network struclures; 2 hidden layers lor
network |, and 3 hidden layers for network 2. Time-
delays were 6-lrames. Each network was shown in Fig. 2
and Fig 3, respeclively. Al 2™ slep, we constructed several
TDNN structures which bad 3 hidden layers and diflerent
time-delays. From this result we analyzed of Gme-delay
ellfect on TDNN network. Table | shows these network.
Tolal number ot traimng dteralions were 104K0 limes,
and the learning rate was tixed 1o 0.5. The injtial node
oliscts and weights were randomly selected from —{.5 lo
0.5 Tolal TDNN network structures arc showed in Table 1.

Table 1. TDNN structures with 3 hidden layers, different time-

delays
Input-Et1 | HI-H2 H2-H3 | H3-Qulpul

Netlwark 3 1 6 | 10 s . I2l |
chlworvk”;l_ . 3 ”-6—_-. i4 ) ;
Network § 4 o Il_- 1 . __IS
Network 6 8 10 . .““-—"I'S .If')_
Nework7 |5 | 9 1w | e
Nelwork 8".“-"' 7 10 1.7 ) 9
Netork 9 - _H) ”__ 4 __lz . 5 B
.'!\.lv;.l\',vnrk 10 b o 13 I I('v. T [
Network 11 | 9 1 o2 © a7 L5
Network 12 . !(‘;_. . 13 “_l_ﬂ_ o S
Netvork l'_; - _5 __.I_(_'___ I..S . .I.-.‘. —

where 11 Hidden Layer 1, 112: Hidden 1ayer 2,
H2 Ihidden Layer 3

1. Perforrnance of TDNN

To cvaluale performances of TDNN, we have run lhe
same speech recognilion experiments as VQ and 40-MSVQ
wilh 10th order LPC coefticients. The size of codebook
for veclor quanlizer was 16. The resulls of experiments are
as follows:the recognition rates were 95.4% for VQ, 97
8% lor 4-MSVQ, 98.7% for Network 1, and 98.(% for
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Network 2. The best recognilion rates were 97.6% for
YQ, 98.8% lor 40-MSVQ, 100% for Networkl, and 99.
4% for Nelwork 2. The details ol recognilion rales can
be Tfound in Table 2. 1t is shown that the system using
sequential characteristics ol speech, thual is, MSVQ und
TDNN would give good results. The comparison ol rec-
ognilion rates between Network 1 and Network 2 would
show that the performance of FTDXNN would not depend
on the number of Yayers. Also, it should be noled that
speech data recognized incorrectly were different for Net-
work | and Network 2 (see Table 3). We can itnprove the
recognition of TDNN using LPC cepstrad coclficients in-
stead of LPC. This results are found in Table 4.

2. Performance of TDNN structures with different time-

delays

As we were varying lime-delays with carelulness, Lhe
performance of TDNN is abserved and shown in Table 4.
From this results, when time-delays are 5, 6, and 7, per-
formances ol them arc better than those off other lime-
delays. But Nelwork 3 and 13 are similar networks. Only
difference is lime-delays between Inpul-HI and H3-Out-
put. Mis-recognilions is 3 for Nelwork3 and S lor Nel-
work [3. But they have no similarity of mis-recognized
digits between two nelworks. It says that TDNN is very
sensitive 1o time-delays.

When we observe (e results of mis-recognized digils.
we can ind some similarity. All networks have the same
mis-recopnized digils:input pattern 8, 1. 4 or both. This
patterns have no relation with Gme-delays. Time-delays
influence only some mis-recognized. Changing TDNN
struclures, we can improve recognilion rate, bul the same
mis-recognized digils, which have no relation wilh time-
delays, can not be overcome only by changing TDNN
network struclures. This result are shown in Nelwork 1
having a hest result al Table 2{utterance B). When we use
LPC Cepstrum, this problem was removed. Al Tahle 2, B
utterance has 2 mis-recognized digils: (6, 0) and (%, 1).
Mis-recognition (8, 1) resulls from lime-delays. When
i.PC cepstral coelficients are used, mis-recognized digits
have 2:bul both (6, ). Bul changing from Network 1 (o
Network 2. this mis-rccognized digits arce removed : 100%
recognition resulls(Table 3, B utterance). 1t says thal we
can improve recognition rale of the time-delay dependent
digits by changing network structures. We can also im-
prove time-delay independent digits by changing input

patiern,

NETWORK 1 |

Output
Layer

Hidden
Layer 2

Hidden
Layer 1

10th order

LPC coefficient |

40 frames

Figure 2. TDNN Nelwork )

40 framas

Figure 3. TDNN Network 2
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Input
Layer

Table 1. Speech Recognition Rate of Korcan Digits

e VO, B MSYQ | Network || Network 2
A 95.3 96.5 ' '9_”) ' *Jx,v!(
- B | .92.‘) ' .9R.Rv | l;‘).4 ' ")8.2
€] %5 97.1 " J 9%.2 .. 97.6
D 94.7 982 98.2 96.5
& 97.6 ‘)H.R. 140 99 4
Average ' US.ff 97K F 98.7 98.1

Table 2. Incorrectly recognized speech data by TIINN

[ Network |
Input | Gutput lh.c. n“mbci ":
Dt | Digit mr\\—l‘L‘uv.glluu
! dagil
Als 2
J 9 5 2
Bi e | o )
| 8 (! I
C ‘ 6 i 2
[ 6 | I
| i
|
D& 0 2
[y I I
i
i -
E ‘ X X X |

Network?2

Input | Ouipul
Digit | [hgit
& |
8 4
7 b
8 i
R 4
(] 3
§ 6
6
6 5 0
i 0
K
4 1 3
S00
v |

[

the number of
mis-recognized
digit
|
|
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Table 3. Improvement Recognilion Rite wsing Cepstral Coeffic-

ents
Network | Network 2
LPC  LPC Cepstral LPC LPC Cepstral
A 97.4 Y82 Y8 K 988
13 POURE 988 UR.2 1X)
C : YK.2 99.4 97 6 100
98.2 Y88 96 5 YE.X
E 100 100 94.9 [H3)
Averag | K6 9y Poox S

Table 4. Performanee of TDNN with different time-delays(B ul-

leranee}

IIII‘;-TCC(’I}.“HI(I.I)H inpul patlern ._n.l‘is-_rcmgn ifc.(l dipit
Network d 3 7 R
R |
§ k|
Nclworkd 6 | b
i \ )
! s 1
i I
| % |
f % 1
Nutworh s : .‘»l 3 9
2
R |
3 . K]
Network 3 o _
b |
Network? ' 4
: ’ 8 I
8 4
Networks 4 .I R
' 6
R 1
| < : s
Network9 4 l Id !
- 6 9
| X |
Network 14} ' 1 : A :
@ i
O ! )
! 1 s ‘ |
Network !l 6 ‘ - 6
- | . l E 7
i \
1
£ i -
- H l
Nulwu.r.I\T.II-Z . [ - 6
| . - 7.
| 7. 5
) : b | |
Network 13 5 I | R
' .' 5 '| 4
B ! o . 9
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YIl. Conclusion

In this paper. we proposed Korean digils recognifion
system. Wilh the help of TIINN struclure. we could use
sequential characteristics ol speech. The recognition rate
1o TDNN 15 9%.6% in speaker-dependent, and can be
reached to Y9.5% wilth LPC cepstral coctficients. Time-
delays gave influence some recognition rate. Mis-recoguil-
ion dependent on lime-delays was improved by changing
nelwork slruclures. Mis-recognition independent on lime-

delays was improved by changing input pallerns,
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