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Abstract

In this paper, we investigated performance ol a vocabulary-independent speech recognizer with speaker adaptation. The

vocabulary-independent speech recognizer does not require task-oricnted speech databases to estimate HMM parameters,

but adapts the parameters recursively by using input speech and recognmition results. The recognizer has the advantage that

it relicves cfforts 1o record the specch databases and can be casily adapled to a new task and a new speaker with different

recognition vocabulary without losing recognition accuracies. Experimental results showed that the vocabulary-independent
speech recognizer with supervised offline speaker adaptation reduced 40% of recognition crrors when 80 words (rom (he

same vocabulary as test data were used as aduptation data. The recognizer with unsupervised online speaker adaptation

reduced aboul 43% of recognition errors. This performance is comparable (o that of a spcaker-independent speech

recognizer trained by a task-oriented speech database.

. Introduction

Reeently, spcaker-independent speech recognizers have
shawn remarkable recognition accuracics by virtue of
sophisticaled acoustic modeling and large specch databases.
However, thete performances are yot inlerior to speaker-
dependent speech recognizers. To recognize speech utlerances
in dynamically-varying dialogue conlexts or situations, a
vocabulary-indcpendent  {(vanable-vocabulary) speech reco-
gnizer (1] is desirable. In that case, a specch recognizer

“trained by a task-orienicd speech database shows poor
performance because new vocabulary different from training
vocabulary has to be recognized. On the contrary, in the
vocabulary-independent speech recognizer, we can wvse
dilferent recognition vocabulary according 1o dialogue
contexts.

The vocabulary-independent specch recognizer has the
advantage that 11 requires no  task-oriented  (raining
speech databases and relieves efforts to record to specch
databases, so that it can be casily adapted o a new task
and a new speaker with different recogaition vocabulary
without losing recognilion accuracies. The recopnizer can
be used where recognition vocabulary can not be predefined

and has 1o be changed dynamically with varying dialoguc
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confexts as in speech-driven web browsers. The recognizer
can be also used in a dictator application, where the
recognizer arc initially trained by phonetically-batanced
specch data and then are adapted {0 a new speaker. In
this paper, we amm to improve the performance of the
vocabulary-independent speech recognizer using speaker
adaptation techniques to the level comparable to the
task-oricnted speech recognizer,

Three approaches have been studied to adapl continuous
density hidden Markov model (HMM)-based speech reco-
gnizers 10 a new speaker: A maximum a posieriori (MAP)
cstimation approach, a transform approach, and a smoo-~
thing approach.

In the MAP estimation approach [2], {31, (4], (5], a par-
ameter is eslimated by maximizing the posterior prob-
ability of the parameter given observed samples. When
the pror density for a parameter 1s Gaussian, the resultant
estimation formula is usually represented by a weighted
sum of the prior parameter and the sample parameter
computed by maximum likelihood estimation {6]. And the
weight is determined according to the number of observed
samples and ihe variance of the prior density of the par-
ameter. When adaptation data {observed samples} arc
sufficient for all HMM parameters, the speech recognizer
adapled by the MAP estimation approach converges to a
speaker-dependent speech recognizer, which can be regarded
as optimal. However, it is desirable to use as short adap-
tation words as possible to relieve a user’s efforts to pro-

nounce adaplalion utterances. Hence, adaptation speech
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dala arc usually insuflicicnt and conscquently some para-
meters are shorl of observed samples for reliable estimation,
To solve this problem, an extcnded MAP algorithm isl
was proposed, where correlations among paramefcrs were
exploited to cstimale parameters reliably with small adap-
tation data.

Hyperparmeters [4] of the prior density used in MAP
estimation are often assumed known. But, in reality, they
should be estimated also from (raming data. Therefore,
the MAP eslimation approach causes a mew problem of
estimating hyperparameters of the prior density. In this
sense, the extended MAP alganthm has the disadvantage
that it requires a lasge number of hyperparameters to be
cstimated and 1t also increases computational complexaty.
In practice, heunstic or approximate methods are often
used to estimatc the hyperparameters.

In the transform approach, a global transform for cach
class (hat maximizes Lhe probability of the observed
samples is estimated {7, |8]. Compared with the MAP
estimation approach, this approach shows good perform-
ance wilth small adaptation data, but shows poor per-
formance with sufficicnt observed samples. The perform-
ance of the recognizer is severely affected by the number
of classes (o be determined empirically. The performance
does not converge to that of a speaker-dependent speech
rocognizer with sufficsent adaptation data.

In the smoothing approach, an estimated parameter is
oblained in two steps. [n the first step, dilference is
calculaled between the parameter obtained by maximum
likelihood estimation and the corresponding prior par-
ameter. Then, the dilference is smoothed by adjacent
differences to the parameter by using the concepts of the
vector lield theory (9] or the Markov randon ficld theory
[10). The smoothing techniques inhereatly resemble lvzzy
smoothing. The degree of smoothing should be carefully
determined for proper working. This approach requires a
large number of parameters to be determined empirically
and thercfore increases computational complexity.

In this paper. we adopt the MAP estimation approach
because it has a simple structure and cnables the
recognizer Lo converge to a speaker-dependent one with
sufficient amount ol adaptation data. Then we simplify
the MAP estimation algorithm to reduce the number of
estimated paramcters so that it can be easily applied to
an existing speech recognizer without making an cffort (o
estimate the corresponding hyperparameters. Experimental
results showed that the vocabulary-independent speech
recognizer adapted by vsing the same vocabulary as test

data reduced 40% of recognition crrors. And  the
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recognizer adapled by using vocabulary different from
test dala vyiclded recognition resulls worse lhan the
recognizer without speaker adaptation. The performance
of the vocabulary-independent spcech recognizer with
unsupervised online spcaker adaptation was comparable
to that of a speaker-independent speech  recognizer
tramed by a lask-oriented speech database.

Following the introduction, a simplified algorithm to
adapt HMM parameters is described in Section II. In
Section 1f], a vocabulary-independent speech recognizer is
explained. In Section 1V, experimental results and dis-
cussion are given. Finally, we summarize the resulls in
Section V.

k. Sbeaker Adaptation of HMM Parameters

In a speech recognition system based on phonctically-
tied scmicontinuous density HMM. the probability density
function (pdf} of observing a feature vector g, in slate J is
represented by

X
bilo)= oowi N g, Ta)- ()
k=1

where w, is a weights for a Gaussian component,
N0, e Ti) is a Gaussian pdf with a mean vector g, and
a covariance matrix Y, and K is the number of
codewords. The mean vectors and convariance matrices
of the Gaussian densitics used in summation of (1)

constitute a codebook defined as
CROGIE (g, T, (o, T2 oo (e, Tk, )

The codebook is shared across among states belonging to
the same position within each recognition subunit and
having the same center phoneme. The Gaussian pdf’s in
the above cquations are regarded as basic acouslic pro-
totypes, namely senones [11]. We assumed that covariance
matrices are diagonal. In this paper, we define a distribution

as a weight vector for the codebook
w,‘;‘(w}'. W,y W) 3)

For an observation scquence O ={0), ¢,-+,0r) with
length T, let $=(5,, Sa,~.$7) be thc unobserved state
sequence. The MAP estimation algorithm finds the para-
meter maximizing the posterior probability given observed

samples or fealure vectors as foliows:

A argmax [ max Pr(A, s|Q)] 4)
A 3
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=argmax [max Pr(Q, s|A) Pr(A)) )
A s

where A denotes HMM parameters to be estimated, A
denotes the estimated HMM parameters, and Pr{A) is a
prior density of A. Here, the HMM paramelers A are

defined as
AS(4 w1, T) (6)

where 4 denotes a state transition matrix of Markov
chains. Assuming that the prior densities of the transition
matrix, the distribution, and the codebook are independent
cach other, we can adapt the HMM prameters scparately.

Without loss of generality, all the following formulations
are derived assuming that feature vectors are one-
dimensional and come from the same state of a Markov
model. Assuming that the mean g is random with prior
density and the variance &2 is known and fixed, it is
reported that the prior density for u is also Gaussian with
prior mean gy and prior variance o7 [6]. A mean shilt is
defined as the difference between the MAP-estimated
mean and the prior mean |5 Then the mean shifl in
MAP estimation is calculated as [6), [2], [3]), [5)

Ay e ﬂ My 4
o} -
= ”'_,— (u. Ho) (8)
— +al'
9 o

where 2 is the number of observed samples, g is a an
estimated mean, 4 is a sample mean, and ¢? is a sample
variance. Here, we simplified calculation of the estimated
mean shift as

n

Ap= T ta (g2~ pao) ("

where a can be considered to be reflecting the ratio of the
sample variance and the prior variance

2

o= . 10)

o

=0

By using a, there is no need to estimate hyperparameters
of means.

We did nol adapt the covariance matrices and the tran-
sition matrix because their contributions on system per-
formance are not so significant considering computational
complexity compared with means and distributions.

When prior densities for distributions are assumed as a

form of the Dirichlct density, distributions are adapted as

follows (3], (4)

- 73 ‘_ﬁjk (an

W=
¢ E:=| Mk +ﬁ)k

where 7, is the probabilistic count of observed samples

assigned to codeword % in codebook

n,=3 Prio, € codeword # of codebook 7lao,, A) )
!

wiy N(Oy; pig, Tp)
=5 Pr{o; €state /IA) (13)
. ):L [ Win N0y i, 2a) ! !

and f,x is @ priori estimate of distributions. Here, we

calculated f, from the prior distribution vaiuc as

ﬁ,-,,=ﬂwjk. (14)

That is, we nced not estimate the hyperparameters for
distributions.

By using the simplified MAP-estimation algorithm for
speaker adaptation, we have only to determine & and
instead of estimating all the hyperparameters of prior

densities.

. A Vocabulary-Independent Speech Reco-
gnizer

We used 40 phoneme models including silence to build
a vocabulary-independent isolated word recognizer. We
clustered all Korean context-dependent subunits to 1,548
allophonic subunits based on an allophonic decision tree
[(2). Each subunit except silence was madeled by a 3-state
left-to-right HMM without skip transition. And the
silence was modeled 'by a l-state HMM. We used a total
of 118 codebooks of size 50. A codebook was shared
among slales belonging to the same position of subunit
models and having the same center phone.

To estimate initial HMM parameters of the vocabulary-
indcpendent speech recognizer, we used eight sets of 3,848
phonetically-optimized words(POW'’s) [13] pronounced by
64 speakers (32 males and 32 females). The counts of
context-dependent subunits in the POW database was
designed to follow the distribution of the counts in real
speech. A set of POW’s was divided into 8 partitions.
Then, each partition was pronounced by a speaker and
was recorded in a sound-proof booth.

We cstimated HMM parameters of the vocabulary-
independent speech recognizer in two steps. In the first
step, context-independent models of the recognizer were
tnitialized by using hand-labeled speech data and then
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trained by bootstrapping. Then, context-dependent subunit
models were constructed from the estimated context-inde-
pendent models and then trained also by boolstrapping.
The recogmzer obtained by these steps was used as a
prototype recognizer in the following speaker adaptation
experiments.

The specch signal was sampled at 16 kHz and scgmented
into 256-sample frames with cach frame advancing every
160 samples. Each frame was paramelerized by a 26-
dimenstonal feature vector consisting of 13 perceplually
lincar prediction cocflicients and their corresponding time
derivatives. The recognitton accuracy ol the recognizer
was 79.6% when two sets of POW's werc used as lesl

data.

IV. Experimental Results AND Discussion

A. Test and Adaptation Data

We used 75 phonetically-bulanced words (4] pronounced
by five malc speakers as adaptation data in the supervised
offline {(batch) mode. For test data, we used 5 sets ol S00
words pronounced by the same speakers. The test words
consist of Korean ratiroad station names (14]. The speech
data in both cascs were recorded in a compuler room,
which s a different environment [rom the the sound-proof
booth where the training data were recorded. The niicro-
phone used to record the test data was also different from
the microphone used (o record the training data.

When a speaker-independent recognizer was traincd by
using the 500 isolated word database pronounced by 36
speakers and tested by using the same kind of database
pronounced by 12 speakers the speaker-independent
speech recogmizer showed the recognilion accuracy of
83.6%.

B. Performance of the Vocabulary-Independent Speech
Recognizer

As shown in Table 1, recognition accuracies of the

vocabulary-independent and the vocabulary-dependent

speech recogmizers were 60% and 80%, respectively, when

five speakers wever lested. That is, the number ol errors

Table 1. Recagnition Accuracics (%} of Vocabulary-Dependent
and Vocabulary-Tndependent Speech Recognizers

Speech bp?ker "7 T Average

Recognizer A BICIDIE,
|63 "60
80

Vocabulary-Ind. { 64 | 54
Vocabulary-Dep. | 88 | 67 | 85 | 81 [ 80
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in the vocabulary-independent speech  recognizer increased
by 50% compired with the vocabulary-dependent one.
The large difierences in o recognition  accuracies were
caused by the fact that the recording environments and
microphones used in the training and test data were dil-
terenl. The difterences also come from the confusatality
of the test data. Thias s becuvse because most ol test
words consist ol only two syllables and they are oflen
phonctically dillerent from another wrods by one pho-
neme only. We nole thal interspeaker differences in ree-
oguilion accuracies were also large, In our expernnents,

the speaker ‘BT showed the lowesl accuracy.

C. Speaker Adaptation Using the Same Vocabulary as
Test Data
Fist, we adapted HMM paramelers in a supervised

oltline mode using The same vocabulary as the test data.

Jable 2. Recogmtion Accuracies (%) ol Offline Adaptation
Using the Same Vocabulary as the Tesl Data with

Varying Number of Adaptation Words

No. Adapt. | codebook | distribution codebook &
Words adapt. adapt. distribution adapt.

10 61 60 59

20 64 61 64

40 67 63 67

80 74 05 76

160 81 69 82
320 81 70 81
500 89 76 92

To adapt codebooks and distributions of the specch
recognizer, we adopted the scgmental MAP algorithm [2]
and used the values of «=10.0 and =14 W¢ made no
spectal efforts (o opimize the values of a and . Hence,
other values may yield better recognition results. Table 2
shows recogniion accuracies with varying the number of
aduplation words when codebooks and/or distributions
arc adapted. To obtain the results, we used two sets ol
500 test words pronounced by one speaker. Experimental
results showed that codebook adaptation contributed o
perlformance improvements more than distribution adap-
tation. When we performed both codebook and distri-
bufion adaplation with 80 adaptation wrods, the speech
recognizer yielded recognition accuracy improved from
60% 10 76%, or reduced 40% of recognition errors. With
only 10 words used for adaptation, the recognition accu-
racy became worse. This means that the adaptation data
were too short Lo estimate the HMM parameters reliably.
When all words in the adaptation data set were used, the

vecognition accuracy was 92%. This can be regarded as
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the recognilion accuracy of a speaker-dependent recognizer.

D. Speaker Adaptation Using Vocabulary Different
from Test Data
Next, we performed supervised offline speaker adap-

tation using vocabulary different from test data. This

Table 3. Rzcognilion Accuracies (%) ol Oflline Adaplation of
Codebooks and Distributions Using Vocabulary Dif-
ferent form the Test Dala with Varying Numbes of
Adaplatron Words

No. Adapt. Speaker Average
Words AlB|{C | D|E
10 6014715956 |54 55

20 56 |38)53|51]50 50

i 561 38| 52|50 46 48
40 54 13714947 [ 44 46
50 5338|148 |46 42 45
&0 5234|148 |45({ 41 44
75 49135[43 143143 43

cxperiment was to check whether the vocabulary-indepen-
dent speech recognizer adapted to a new speaker by using
a predefined adaptation word set can recopnize different
vacabulary in a different task with recogaition accuracy
comparable to the task-orieated speech recognizer. In this
case, we can use a small-sized phanctically balanced word
set as adaptation data. Table 3 shows recognition
accuracies with varying number of adaptation words
when codebooks and distributions are adapted, respect-
ively. The cxperimental results showed that with this
adaptation scheme, the performances became worse than
the prototype recognizer. Combining codebook and dis-
tribution adaplation deterioraled the resulls form 60% fto
43% when 75 phonelically-balanced words were used for
adaptation. The performance deterioration was caused
from the fact that HMM parameters trained by the (rain-
ing database were disturbed because the recognizer
updated HMM  parameters of all states sharing a
codebook even though the subunits in the adaptation
data belonging (o the states have lcft-and right-contexts
different from 1he subunits in the test data. That is,
allophonic clustering and codebook sharing used in pho-
netically-tied  semicontinuous HMM  did harm 1o the

speech recognizer with speaker adaptation,

E. Online Speaker Adaptation of Vacabulary-Indepen -
dent Speech Recognizers

Finally, we performed experiments to analyze perform-

ance of a4 vocabulary-independent specch recognizer with

unsupervised online speaker adaptation. Table 4 shwos

Jable 4. Recognition Accuracies (%) of Online Adaplation of
Codebooks and Distributions with Varying Number of
Test Words

No. Test Speaker

Words |A (B | C | D|E
100 84 169|169} 79 |76 75
200 86 175|751 83|77 79
300 831771798277 80
400 831757782175 78
500 81 (75|76 | 81|73 77

Average

Table 5. Recognilion Accuracies (%) ol the Vocabulary-Depen-
dent Speech Recognizer with Varying Number of Test
Words

No. Tes( Speaker
Words B|C

Average

DJE

A
100 91 | 77 | 86 | 86 | 89 86
200 90 [ 76 { 88 | 86 | 87 85
300 90 [ 74 [ 89 | 88 | 88 86
400 89 (7086|8582 82
500 88 | 67 [ 85| 81 | 80 80

Table 6. Recopuition Accuracies (%) of Online Adaptation of
Codcebooks and Distributions lor 100 Test

Test Speaker
Wods (A[(B|[C|DJE

1-100 | 84 | 6969|7976 75
101-200 ( 84 | 80 | 80 | 87 ; 78 82
201-300 ) 91 | 81| 88| 81178 84
301400 | 71 1 70| 72 | 79| 69 72
401-500 (75175 70 | 77 | 64 72

Average

recognition accuracies of online speaker adaptation with
varying number ol test words when codebooks and
distributions are adapted in an online {scquential) mode.
There was performance impravement {from 60% to 77%,
or 43% of crror reduction compared with the prototype
recognizer when SO0 fest words were used. We also
observed the fact that improverment was mainly due to
eeror reduction n speaker ‘B’ who showed the lowest rec-
ognition accuracy in the prototype recognizer.

As shown in Table 5, a task-orienied vocabulary-
dependent speech recognizer yielded recognition accuracy
ol 80% when all ol the 500 test words are used. This
result shows that the task-oriented speech recognizer still
yields slightly better recognition accuracy than the
vocabulary-independent speech recognizer with speaker
adaptation.

Tables 6 and 7 show recognition accuracies of the
vocabulary-indcpendent and  the  vocabulary-dependent
speech recognizers for 100 test words with difTerent time

intervals  when  combined codebook and  distribution
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Table 7. Recognition Accuracies (%} of the Yocabulary-Depen-
dent Speech Recognizer for 100 Test Words

Test Speaker
Words [ A| B|C|D]|E
I-100 191 ]77|86 | 86| 89 86
101-200 | 88 | 74 | 89 | 86} B4 84
200-300 [ 9L | 71| 91 | 91 | 90 87
301400 | B6 | 56 | 79 | 75| 66 72
400-500 | 82 { 57 | 82 | 67 | 70 72

Average

adaptation were performed, respectively, The recognition
results in the tables can be regarded as instantancous rec-
ognition accuracies while the results in Table 4 can be
regarded as  accumulaied accuracies. The recogmzer
yielded lower accuracies in the last two intervals, which
indicates that the intervals consisted of more conlusing
words. Tables & and 7 show that the vocabulary-independent
speech recognizer achieved the recognition accuracy com-
parable to the vocabulary-dependent speech recognizer
with sufficient adaptation' data.

V. Summary

We investigated performance ol a vocabulary-indepen-
dent speech recognizer with speaker adaptation. The
vocabulary-independent speech recogmizer used in this
paper does not require a lask-ortented speech database 10
estimate HMM parameters, bul adapts the parameters
recursively by using input speech dafa and the corre-
sponding recognition results. We simplilied (ormula of
the MAP estimation algorithm to reduce the number of
parameters to he estimalted so that we need not estimate
byperparametess ol the prior  density. Experimental
results showed that the vocabulary-independent speech
recognizer with supervised offline speaker adaptation
reduced 40% of recognition errars when 80 adaptation
words from the same vocabulary as test dala were used.
But, the recognizer adapted by using vocabulary different
from test data yielded lower recognition accuracy. This
resuil was caused by allophonic clustering and codebook
sharing used in phonetically-tied semicontinuous HMM.
The speech recognizer with unsupervised online speaker
adaptation reduced about 43% of recognition errors. And
as recognition proceeded, its performance approached to
that of a speaker-independent speech recognizer trained

by a task-oriented speech database.
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