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ANGULAR ESTIMATIONS OF
CERTAIN ANALYTIC FUNCTIONS

NaAK Eun CHO AND J1 A KiM

ABSTRACT. In the present paper, we investigate some argument
properties of certain analytic functions and the integral preserving
properties in a sector. Our results include several previous results
as special cases.

1. Introduction

Let A denote the class of functions of the forin
(1.1) f)=z2+) an2"
n=2

which are analytic in the open unit disk U = {.s : |z] < 1}. If f and
g are analytic in U, we say that g is subordinate to f, written g < f
or g(z) < f(z), if f is univalent in U, g(0) = f(0) and g(U) C f(U).
A function f of A is said to be in the class S$*(a), the class of starlike
functions of order «, if

zf'(2)
f(z)

The class S* of starlike functions is identified by §*(0) = S*. A func-
tion f € A is said to be in the class S*(m, M) if

’zf'(z)
f(z)
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Re{ }>a (0<a<l, z2U).

-m{ <M (z€U, |m-1< M <m).
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The class §*(m, M) was introduced by Jakubowski[3]. It is clear that
m > 5 and S(m, M) C S*(m — M) C §*.

A function f € A is said to be in the class ((a, 3) if there is a
starlike function ¢ of order « such that

f'(2)
9(2)

z

Re{ }>ﬁ(4’)§[i<1,z€f]).

Kaplan[4] proved that every f € C(0,0), the class of close-to-convex
functions, is univalent. Also, C{a, 3) provides an interesting general-
ization of the class of close-to-convex functions|13]

Many authors[1,7,8] have studied the integral operators of the form

(12) 1) =2 [T,

where ¢ is a suitably chosen real constant and f belongs to some
favoured classes of univalent functions. In particular, Kumar and
Shukla[6] showed that the integral operator I.(f) defined by (1.2) maps
S(m, M) into itself for ¢ > —(m — M).

In the present paper, we give some argument properties of certain
analytic functions and the integral operator defined by (1.2). We also
generalize the previous results of Bulboacd[2], Libera[7], Owa and Sri-
vastava[ll] and Sakaguchi[12].

2. Main results
In proving our main results, we shall need the following lemmas.

LeEMMA 1 ([9]). Let h € K, the class of convex functions in U and
let A(z) be analytic in U with ReA(z) > 0. If p(z) is analytic in U and
p(0) = h(0), then

p(2) + Mz)zp'(2) < h(z) (z€U)

implies
p(z) < h(z) (€ U).
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LEMMA 2 ([10]). Let p(z) be analytic in U, p(0) =1, p(2) # 0 in
U. Suppose that there exists a point zg € U such that

T
‘a'rg p(z)‘ < 5 for |z| < |z|

2
and
nf
larg plzo)| = o0
where 3 > 0. Then we have
'
20p (Z\Q = kB,
(20
where ) .
k> 3 (a + E) when arg p(zo) %—
and ) ) 3
T
< - / -
k < 5 (a + ) when arg p(zo) 5
where

p(zo)?1§ = +ia (a > 0).

LemMA 3 ([5,6]). The function f of the form (1.1) belongs to
S(m, M) if and only if there exists a function w regular in U which
satisfies w(0) = 0, |w(z)| < 1 for z € U and

zf'(z) 1+ Aw(z)
f(z)  1- Buw(z)
where A = (M? — m? +m)/M and B =(m —1)/M.

With the help of Lemma 1 and Lemma 2, we now derive

THEOREM 1. Let f € A and g € §*(m, M). if

(2.1) (z€U),

f(z) f'(z) w6
arg((l——'y)g(z)-i-'yg,() ﬁ);<——( >0,0<8<1,0<6<1),
then iz
z) mn
s (55 -9)] < 5
where n(0 < n < 1) is the solution of the equaticn
ynsing (1 — Zb’m“l%’l{)

_ 2 -1
(2.2) 6—n+;TML<

m+ M + yncosZ (1 — 2Gin~14)
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Proof. Let us put

9(z)
Then p(z) is analytic in U with p(0) = 1. By a simple calculation, we
have
LGy e

=5 (g ~9) =P+ i)

Therefore we obtain
), ) 0+ 290
=g+ ~ 8= (=0 (pe) + 2550 )).

Applying the assumption and Lemia 1 with A(z) = yg(2)/z¢'(z), we
see that Rep(z) > 0 in U and hence p(z) # 0 in U". If there exists a
point zg € U such that

nr
‘arg p(z)' < —h,)—z for |z| < |zo]

and
Ly
'arg P(zo)) = 5
then, from Lemma 2, we have
/
zop' (20) = ikn,
p(20)
where ) ) )
k> 5( ZL—) when arg p(zp) = ZZ_"
and .
k<——(a+—) when arg p(zp) = T;
where

p(zo)% = *ia (a > 0).
Since g € §*(m, M), we have
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where
{m—]ﬂ <p < m+M

26 M 26, -1M
£SinT o <L ¢ < L£SinT

At first, suppose that p(zo)vlv =ta{a > 0). Then we obtain

Vflz0) | f'(20)
arg ((1—7)g(z2) + = —ﬁ)

- )
v9(20) ZoP'(Z()))
Zog’(ZO) p(Z())

- % +arg (1+(pe' ) ink)

= arg p(z9) + arg <1 -+

ynksing (1 — ¢) )

™ -1
=T (
o T \oE ynkeosy (1 — ¢)

; 2¢0,,-1M
> ™ +Tan_l( ynsing (1 ——Tr;r-Sm2 ?E) - )
2 m+ M + yncosZ (1 — 2Sin=12)
— 7r6
=36,

where 6 is given by (2.2). This is a contradiction to the assumption of
our theorem.

Next, suppose that p(zg)% = —ia (@ > 0). Applying the same
method as the above, we have

' sinZ(l — 2Sin—1M4
arg (f(zﬂ) “ﬂ) S_ﬂ_Tan—rl( mn 2( T 5 m) - )
m+ M+ yncos 5 (1~ =Sin—12)

where § is given by (2.2), which contradicts the assumption. This
completes the proof of our theorem. 0

Let us choose m = N — a(N - 1) and M = (1 — «a), where N > 1
and 0 <a <1l Then|m—-1] <M <m, A=a/N+(1-2a)and
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B=1-1/Nin Lemma 3. Nowas N - 00,A — 1—2a and B — 1.
In this case, the relation (2.1) reduces to

z2f'(z) _ 1+ (1 —2a)w(z)
f(z) 1 —w(z)

(z € U),

which is a necessary and sufficient condition for f to be in §*(a). Hence
we have the following

COROLLARY 1. Let f € A and g € §*(a). If

S 1) gy

b
+ v < — (vy20,0<8<1,0<6<1),
o= o) 7

org (1

then

arg (—g—g—; - ,H)J < 77—26—

REMARK 1. (i) Putting & = 0 and 6§ = 1 in Theorem 1, we obtain
the result of Bulboacd[2].

(ii) For the case a = 3 = 0 and v = § = 1, Corollary 1 is the result
by Sakaguchi[12].

Takingm =1, M — 0, y=1, 3 =0 and g(z) = z in Theorem 1,
we have

COROLLARY 2. Let f € A. If
, wh
lorg /') < 5 (0<6<1),

then

arg 5

1) m
z
where 1 (0 < 1 < 1) is the solution of the equation
2
§=n+"Tan™ 7.
7

By using the same technique in the proof of Theorem 1, we have
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THEOREM 2. Let f € A and g € $*(m, M). If

f(z) F(z) w6
arg (6_((1_7)9(2)+’Ygr(z)[))‘ < Y (v>0, 8>1,0<6<1),
then fo)
zZ ™™

where (0 < n < 1) is the solution of the equation (2.2).
Letting m = M, m — oo and ¢ = 1 in Theorein 2, we have

COROLLARY 3. Let f € Aand g€ S*. If

e {1-nIED 1, LB 50 850,

9(z) = g'(z)
then i12)

Next, we prove

THEOREM 3. Let ¢ be a real number with ¢ > 0 and let f € A. If

‘arg (ng(li;)—ﬂ)l < %q (0<pB<1. 0<6<])

for some g € §*(m, M), then

s (43 < 3

2 ?
where I. is the integral operator defined by (1.2; and n(0 < < 1) is
the solution of the equation

nsinZ (1 — 2Sin~1(AL))

c+m

c+m+M+nc0512’—( -- %Si'n,—l( M )))

ct+m

2 -1
(23) é=n+ ;T{m (
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Proof. Putting

pz) = géz; ,
where
T(z) = liﬁ{ff(z) - c/oz tc”lf(t)dt—ﬁjﬁztc‘lg(t)dt}
and

s = [ e g
0
we see that p(z) is analytic in U with p(0) = 1. By & simple calculation,

we have () 5(2)
z) z ,
5 PO iy
_ 1 rz2fi(2)
=5 )
Since g € S(m, M), I.(g) € S(m, M) [5] and hence S(z) is (possibly
many-sheeted) starlike function with respect to the orign. Therefore,

from our assumption and Lemma 1, p(z) # 0 in U. Since I.(g) €
S(m, M), we have

jus:}

25'() _ Ll |

S(z) — Il(g)

where

c+m-—-M < p < c+m+ M,
{—%Sin—l( M) < ¢ < 28int( L),

c+m c+m
The remaining part of the proof is similar to that of Theorem 1 and so

we omit it. |

Taking m = N—-ao(N—-1),M = N1-¢)(0 <a<1),N - o
and § = 1 in Theorem 3, we obtain the following result of Owa and
Srivastava[11].

CoOROLLARY 4. If the function f defined by (1.1) is in the class
C(a, B), then the integral operator I.(f) (¢ > 0) defined by (1.2) is also
in the class C(a, ).
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REMARK 2. Taking o = 8 =0 and ¢ =1 in Corollary 4, we obtain
the result given earlier by Libera[7].
By using the same technique as in proving Theorem 3, we have

THEOREM 4. Let ¢ be a real number with ¢ > 0 and let f € A. If

arg (5—25(12‘;))[ < 1;3 B>1,0<8<1)

for some g € S(m, M), then

z2(L(f)) () _ 7
I.(g) )‘ )

\ o
where 1. is the integral operator defined by (1.2) and n(0 < n < 1) is
the solution of the equation (2.3).

jarg (,@ -

Puttingm = N —a(N -1),M = N1 -ao)(0 <a < 1),N — o
and 6 = 1 in Theorem 4, we have the following result by Owa and
Srivastava[l1].

COROLLARY 5. Letc>0and f € A. If

Re{zg(/i;)} < B (B>1)

for some g € S*(a), then

) <o

where I, is the integral operator defined by (1.2).
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