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A STUDY ON THE SCHUR ALGEBRA OF SIZE 4

Young Kwon Song

Abstract. In this paper, we will show that the minimal number
of generators of any four dimensional, faithful, B(Schur algebra of

size 4)-module is two. This result can be applied to classify the

isomorphism classes of the class {BnN2 | N is a faithful, B-module
with dimk(N) = 4}.

1. Introduction

In this paper, k will denote an arbitrary field. Throughout this
paper, we will denote the Schur algebra of size 4 by B. Thus,

B =




x 0 a b
0 x c d
0 0 x 0
0 0 0 x

 | x, a, b, c, d ∈ k

 .

Recall that a commutative k-algebra R is a (B,N)-construction if
R is k-algebra isomorphic to B n N `, the idealization of a B-module
N , for some finite dimensional, commutative, local, k-algebra B and
finitely generated, faithful, B-module N and natural number `.

In [1], W.C.Brown and F.W.Call showed that the Courter’s algebra
C is a (B,N)-construction, where B is the Schur algebra of size 4,
N = k4 , and ` = 2. That is, C∼= Bn(k4)2. But, as we will see in the
next section, there are at least two nonisomorphic B-modules. Thus,
it is very natural to be asked how many isomorphism classes can be
constructed by varying the faithful, B-module N .

Let MB(4) = {N | N is a faithful, B-module and dimk(N) = 4}.
Then, we will show the minimal number of generators of N in MB(4)
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is two. This can be a fundamental building block to classify the iso-
morphism classes of the class {R | R is a k-algebra and R ∼= BnN2 for
some N ∈ MB(4) }.

2. Classification of MB(4)

We will first show the set MB(4) has at least two isomorphism
classes. To see this, we first need a B-module presentation of k4. We
will denote the i, j-th matrix unit of M4×4(k) by Eij . Notice that
Eij ∈ B if i = 1, 2, j = 3, 4.

Lemma 2.1. Let

(1) A =
(

E23 E24 E13 E14 O O
−E13 −E14 O O E23 E24

)
∈ M2×6(B).

Then, B2/CS(A) ∈ MB(4).

Proof. Obviously, B2/CS(A) is a finitely generated, B-module.
Since dimk(B2) = 10 and dimk(CS(A)) = 6, dimk(B2/CS(A)) = 4.

Suppose r ∈ AnnB(B2/CS(A)). Then, r

(
I4

O

)
, r

(
O
I4

)
∈ CS(A).

Thus,
(

r
O

)
,

(
O
r

)
∈ CS(A) which implies that for some xi, yj ∈ B,

1 ≤ i, j ≤ 6

(2)

r = x1E23 + x2E24 + x3E13 + x4E14

0 = −x1E13 − x2E14 + x5E23 + x6E24

0 = y1E23 + y2E24 + y3E13 + y4E14

r = −y1E13 − y2E14 + y5E23 + y6E24

Since J(B)2 = (0), we can assume xi, yj ∈ k = kI4 for 1 ≤ i, j ≤ 6.
The second and third equations in (2) imply x1, x2, x5, x6, y1, y2, y3, y4

are all zero. Thus, r = x3E13 + x4E14 = y5E23 + y6E24. Therefore,
r = 0. Hence, AnnB(B2/CS(A)) = (0) and B2/CS(A) is a faithful,
B-module. � �
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Lemma 2.2. Let A be the matrix in Equation (1). Then B2/CS(A)
is B-module isomorphic to k4.

Proof. Let f : B2 −→ k4 be the map defined by f

(
x
y

)
= ε2x+ε1y.

Here, ε1 = (1, 0, 0, 0) and ε2 = (0, 1, 0, 0). Then, f is a surjective, B-

module homomorphism. If
(

z
w

)
∈ ker f , then z = a1I4 + a2E13 +

a3E14 + a4E23 + a5E24 and w = b1I4 + b2E13 + b3E14 + b4E23 + b5E24

for some ai, bi ∈ k, i = 1, . . . , 5. Since f

(
z
w

)
= ε2z + ε1w = 0, a1 =

b1 = 0, b2 = −a4, and b3 = −a5.
Thus, (

z
w

)
= a2

(
E13

O

)
+ a3

(
E14

O

)
+ a4

(
E23

−E13

)
+ a5

(
E24

−E14

)
+ b4

(
O

E23

)
+ b5

(
O

E24

) .

Hence,
(

z
w

)
∈ CS(A). It is easy to check that CS(A) ⊆ kerf .

Therefore, CS(A) = kerf . Hence, B2/CS(A) ∼= k4 as B-modules. � �

We can now construct a faithful, B-module of dimension 4 which is
not isomorphic to k4 as B-modules.

Theorem 2.3:. Let

(3) C =
(

E13 E14 E23 E24 O O
E24 E23 O O E13 E14

)
∈ M2×6(B).

Then, B2/CS(C) ∈ MB(4) and B2/CS(C) is not B-module isomorphic
to k4.

Proof. Obviously, B2/CS(C) is a finitely generated, B-module.
Since dimk(B2) = 10 and dimk(CS(C)) = 6, dimk(B2/CS(C)) = 4.

Suppose r ∈ AnnB(B2/CS(C)). Then,
(

r
O

)
,

(
O
r

)
∈ CS(C) which
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implies that for some xi, yj ∈ B, 1 ≤ i, j ≤ 6

(4)

r = x1E13 + x2E14 + x3E23 + x4E24

0 = x1E24 + x2E23 + x5E13 + x6E14

0 = y1E13 + y2E14 + y3E23 + y4E24

r = y1E24 + y2E23 + y5E13 + y6E14

Since J(B)2 = (0), we can assume xi, yj ∈ k = kI4 for 1 ≤ i, j ≤ 6.
The second and third equations in (4) imply x1, x2, x5, x6, y1, y2, y3, y4

are all zero. Thus, r = x3E23 + x4E24 = y5E13 + y6E14. Therefore,
r = 0. Hence, AnnB(B2/CS(C)) = (0) and B2/CS(C) ∈ MB(4).

Suppose B2/CS(C) is B-module isomorphic to k4. Then, there
exists a B-module isomorphism g : B2/CS(C) −→ k4. Let β1 =(

I4

O

)−

=
(

I4

O

)
+ CS(C) ∈ B2/CS(C). and β2 =

(
O
I4

)−

. Then,

B2/CS(C) = β1B+β2B. Since k4 = ε1B + ε2B, g(β1) = ε1x1 + ε2y1

and g(β2) = ε1x2 + ε2y2 for some xi, yi ∈ B, i = 1, 2. Notice
that x1 or y1 is unit. To see this, suppose x1, y1 ∈ J(B). Then,
g(β1) = ε1x1 + ε2y1 ∈ k4J(B). The inclusions

k4 = g(β1)B + g(β2)B ⊆ k4J(B) + g(β2)J(B) ⊆ k4

imply that k4 = k4J(B) + g(β2)J(B). By Nakayama’s Lemma, k4 =
g(β2)J(B). This implies B is isomorphic to k4 as B-modules and hence
dimk(B)= 4. Since dimk(B)= 5, this is impossible. Hence, x1 or y1 is
unit in B. Similarly, x2 or y2 is unit.

Let A be the matrix given in Equation (1) and let f be the B-module

homomorphism given in the proof of Lemma 2.2. If
(

z
w

)
∈ CS(C),

then

f

(
y1z + y2w
x1z + x2w

)
= ε1(x1z + x2w) + ε2(y1z + y2w)

= (ε1x1 + ε2y1)z + (ε1x2 + ε2y2)w

= g(β1)z + g(β2)w

= g(β1z + β2w)

= g(0) = 0.
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Thus,

(5)
(

y1 y2

x1 x2

) (
z
w

)
=

(
y1z + y2w
x1z + x2w

)
∈ kerf = CS(A).

Now, there are two cases to consider.

Case 1: Suppose x1 is a unit. Since
(

E13

E24

)
∈ CS(C), we have(

y1 y2

x1 x2

) (
E13

E24

)
∈ CS(A) by the Equation (5). Hence,(

y1 y2

x1 x2

) (
E13

E24

)
= a1

(
E23

−E13

)
+ a2

(
E24

−E14

)
+ a3

(
E13

O

)
= a4

(
E14

O

)
+ a5

(
O

E23

)
+ a6

(
O

E24

)
.

for some ai ∈ k, 1 ≤ i ≤ 6 (See the comments after Equation (2)).
Thus,

(6)
y1E13 + y2E24 = a1E23 + a2E24 + a3E13 + a4E14

x1E13 + x2E24 = −a1E13 − a2E14 + a5E23 + a6E24.

Let x1 = t1I4 + s1 with t1 ∈ k and s1 ∈ J(B). The first equation in
(6) then implies a1 = a4 = 0. The second equation in (6) then implies
t1 = 0. Thus, x1 ∈ J(B). Since we are assuming x1 is a unit, this is
impossible.

Case 2: Suppose y1 is a unit. Since
(

E23

O

)
∈ CS(C), we have(

y1 y2

x1 x2

) (
E23

O

)
∈ CS(A) by the Equation (5). Hence,(

y1 y2

x1 x2

) (
E23

O

)
= b1

(
E23

−E13

)
+ b2

(
E24

−E14

)
+ b3

(
E13

O

)
+ b4

(
E14

O

)
+ b5

(
O

E23

)
+ b6

(
O

E24

)
.

for some bi ∈ k, 1 ≤ i ≤ 6. Thus,

(7)
y1E23 = b1E23 + b2E24 + b3E13 + b4E14

x1E23 = −b1E13 − b2E14 + b5E23 + b6E24.
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The second equation in (7) implies b1 = 0 and the first equation in
(7) implies y1 ∈ J(B). This is impossible. We conclude there is no
B-module isomorphism g between B2/CS(C) and k4. � �

Thus, MB(4) has at least two isomorphism classes [B2/CS(A)] and
[B2/CS(C)]. We will denote the minimal number of generators of B-
module N by µB(N).

Theorem 2.4. Let N ∈ MB(4). Then, µB(N) = 2.

Proof. Since dimk(N) = 4, 1 ≤ µB(N) ≤ 4. Suppose µB(N) = 1.
Then, N = αB for some α ∈ N . Let f : B−→ N be a map defined by
f(b) = αb for b ∈ B. Then, f is a B-module epimorphism. If b ∈ kerf ,
then αb = 0. Thus, b ∈ AnnB(α) = AnnB(αB). Since N is a faithful,
B-module, AnnB(αB) = (0). Therefore, b = 0 and hence f is a B-
module isomorphism. Thus, 5 = dimk(B) = dimk(αB) = 4. This is
impossible. Hence, 2 ≤ µB(N) ≤ 4.

Suppose µB(N) = 4. By Nakayama’s Lemma, we have µB(N) =
dimk(N/NJ(B)). Therefore, dimk(NJ(B)) = 0. Thus, NJ(B) = (0).
Since N is a faithful, B-module, we conclude J(B) = (0). This is
impossible.

Suppose µB(N) = 3. Then, N = α1B+α2B + α3B for some αi, i =
1, 2, 3. After relabeling the αi’s if need be, we can assume α1, α2, α3

satisfy precisely one of the following four conditions :

Case 1: αiJ(B) = (0) for i = 1, 2, 3.
Case 2: αiJ(B) = (0) for i = 1, 2 and α3J(B) 6= (0).
Case 3: α1J(B) = (0) and αiJ(B) 6= (0) for i = 2, 3.
Case 4: αiJ(B) 6= (0) for i = 1, 2, 3.

We will show all four cases lead to a contradiction.

Case 1: Suppose αiJ(B) = (0) for all i = 1, 2, 3. Then, NJ(B) =
(0). Since N is a faithful, B-module, J(B) = (0). This is impossible.

Case 2: Suppose αiJ(B) = (0) for all i = 1, 2 and α3J(B) 6=
(0). Suppose α3b = 0 for some b ∈ B. If b is a unit, then α3 = 0.
This is impossible. Thus, b ∈ J(B). Hence, b ∈ AnnB(N). Since N
is a faithful, B-module, we conclude b = 0. Thus, AnnB(α3) = (0)
and hence B ∼= α3B⊆ N as B-modules. Since dimk(B) = 5, this is
impossible.
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Case 3: Suppose α1J(B) = (0) and αiJ(B) 6= (0) for i = 2, 3. Sinceβ1 =

 I4

O
O

 , β2 =

 O
I4

O

 , β3 =

 O
O
I4

 is a free B-module basis of

B3, the map ϕ : B3 −→ N defined by ϕ(
∑3

i=1 βibi) =
∑3

i=1 αibi,
bi ∈ B, i = 1, 2, 3 is a well defined B-module epimorphism. Thus,
B3/kerϕ ∼= N as B-modules. Since dimk(B3) = 15 and dimk(N) = 4,
dimk(kerϕ) = 11. Hence, kerϕ has the following form

kerϕ =
11∑

i=1

 xi

yi

zi

B, xi, yi, zi ∈ B, i = 1, . . . , 11.

Furthermore, if

 x
y
z

 ∈ kerϕ, then x, y, z are not units in B. For

example, suppose x is a unit in B. Since

 x
y
z

 ∈ kerϕ, α1 =

(−1/x)(α2y + α3z). Thus, µB(N) < 3 which is impossible.
Since J(B)2 = (0), kerϕ can be written in the following form

kerϕ = ⊕11
i=1k

 xi

yi

zi

 .

Here, xi, yi, zi ∈ J(B), i = 1, . . . , 11. Since α1J(B) = (0), (β1 +

kerϕ)J(B) = (0) in B3/kerϕ. Thus,

 J(B)
O
O

 j kerϕ. Since

αiJ(B) 6= (0) for i = 2, 3, 1 ≤ dimk(AnnB(αi)) < 4 for i = 2, 3.
Therefore, we have the following six subcases to consider.

Subcase 1: dimk(AnnB(αi)) = 1 for i = 2, 3
Subcase 2: dimk(AnnB(α2)) = 2 and dimk(AnnB(α3)) = 1
Subcase 3: dimk(AnnB(αi)) = 2 for i = 2, 3
Subcase 4: dimk(AnnB(α2)) = 3 and dimk(AnnB(α3)) = 1
Subcase 5: dimk(AnnB(α2)) = 3 and dimk(AnnB(α3)) = 2
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Subcase 6: dimk(AnnB(αi)) = 3 for i = 2, 3

We will show all six subcases lead to a contradiction.

Subcase 1: Suppose dimk(AnnB(αi)) = 1 for i = 2, 3. Let

AnnB (αi) = ksi, si ∈ J(B), i = 2, 3. Then,

 O
s2

O

 ,

 O
O
s3

 ∈ kerϕ.

Since α1J(B) = (0),

 J(B)
O
O

 ⊆ kerϕ. Let


 E13

O
O

 ,

 E14

O
O

 ,

 E23

O
O

 ,

 E24

O
O

 ,

 O
s2

O

 ,

 O
O
s3

 ,

 x1

y1

z1

 ,

 x2

y2

z2

 ,

 x3

y3

z3

 ,

 x4

y4

z4

 ,

 x5

y5

z5


be a basis of kerϕ. Since dimk(J(B)) = 4 and xi ∈ J(B) for i =
1, . . . , 5, xi ∈ L(E13, E14, E23, E24) for i = 1, . . . , 5. Thus,δ1 =

 E13

O
O

 , δ2 =

 E14

O
O

 , δ3 =

 E23

O
O

 , δ4 =

 E24

O
O

 ,

δ5 =

 O
s2

O

 , δ6 =

 O
O
s3

 , δ7 =

 O
y1

z1

 , δ8 =

 O
y2

z2

 ,

δ9 =

 O
y3

z3

 , δ10 =

 O
y4

z4

 , δ11 =

 O
y5

z5


is a basis of kerϕ. Therefore, kerϕ can be written in the following form

kerϕ =

 J
O
O

⊕ k

 O
s2

O

⊕ k

 O
O
s3

⊕
5∑

i=1

k

 O
yi

zi

 .
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Since dimk(J(B)) = 4, {s2, y1, . . . , y5} is a linearly dependent set.
Thus, there exist d, c1, . . . , c5 ∈ k not all zero such that ds2 + c1y1 +
· · · + c5y5 = 0. If ci = 0 for all i = 1, . . . , 5, then d 6= 0 and

ds2 = 0. This implies s2 = 0. This is impossible since

 0
s2

0

 is a

basis vector of kerϕ. Hence, some ci is not zero. We can assume
c5 6= 0. Thus, y5 ∈ L(s2, y1, . . . , y4). We can repeat this proof on
s2, y1, . . . , y4 and assume y4 ∈ L(s2, y1, y2, y3). Hence, we may assume
y4, y5 ∈ L(s2, y1, y2, y3). Therefore, y4 = ds2 + c1y1 + c2y2 + c3y3 for
some d, c1, c2, c3 ∈ k. If dδ5 + c1δ7 + c2δ8 + c3δ9 − δ10 = 0, then
{δ5, δ7, δ8, δ9, δ10} is linearly dependent which is impossible. Thus,

dδ5 + c1δ7 + c2δ8 + c3δ9 − δ10 =

 O
O
z

 with z 6= 0 in J(B). If z = ts3

for some t ∈ k, then dδ5 + c1δ7 + c2δ8 + c3δ9 − δ10 − tδ6 = 0 and
{δ5, δ6, δ7, δ8, δ9, δ10} is linearly dependent which is impossible. Thus, O

O
z

 ∈ kerϕ\kδ6. Therefore, dimk(AnnB(α3)) ≥ 2. This is a con-

tradiction.

Subcase 2: Suppose dimk(AnnB(α2)) = 2 and dimk(AnnB(α3)) =
1. Then, AnnB(α2) = ks1 + ks2 and AnnB(α3) = ks3 for some si ∈
J(B), i = 1, 2, 3. Let


 E13

O
O

 ,

 E14

O
O

 ,

 E23

O
O

 ,

 E24

O
O

 ,

 O
s1

O

 ,

 O
s2

O

 ,

 O
O
s3

 ,

 x1

y1

z1

 ,

 x2

y2

z2

 ,

 x3

y3

z3

 ,

 x4

y4

z4


be a basis of kerϕ. Since dimk(J(B)) = 4 and xi ∈ J(B) for i =
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1, . . . , 4, xi ∈ L(E13, E14, E23, E24) for i = 1, . . . , 4. Thus,

δ1 =

 E13

O
O

 , δ2 =

 E14

O
O

 , δ3 =

 E23

O
O

 , δ4 =

 E24

O
O

 ,

δ5 =

 O
s1

O

 , δ6 =

 O
s2

O

 , δ7 =

 O
O
s3

 , δ8 =

 O
y1

z1

 ,

δ9 =

 O
y2

z2

 , δ10 =

 O
y3

z3

 , δ11 =

 O
y4

z4


is a basis of kerϕ. Since dimk(J(B)) = 4, {s3, z1, . . . , z4} is a linearly
dependent set. Thus, there exist d, c1, . . . , c4 ∈ k not all zero such that
ds3 + c1z1 + · · · + c4z4 = 0. If ci = 0 for all i = 1, . . . , 4, then d 6= 0

and ds3 = 0. This implies s3 = 0. This is impossible since

 O
O
s3

 is

a basis vector of kerϕ. Hence, some ci is not zero. We can assume
c4 6= 0. Thus, z4 = ds3 + c1z1 + c2z2 + c3z3 for some d, c1, c2, c3 ∈
k. If dδ7 + c1δ8 + c2δ9 + c3δ10 − δ11 = 0, then {δ7, δ8, δ9, δ10, δ11}
is linearly dependent which is impossible. Thus, dδ7 + c1δ8 + c2δ9 +

c3δ10 − δ11 =

 O
y
O

 with y 6= 0 in J(B). If y = t1s1 + t2s2 for

some t1, t2 ∈ k, then dδ7 + c1δ8 + c2δ9 + c3δ10 − δ11 − t1δ5 − t2δ6 = 0
and {δ5, δ6, δ7, δ8, δ9, δ10, δ11} is linearly dependent which is impossible.

Thus,

 O
y
O

 ∈ kerϕ\kδ5+kδ6. Therefore, dimk(AnnB(α2)) ≥ 3. This

is a contradiction.

Subcase 3: Suppose dimk(AnnB(αi)) = 2 for i = 2, 3. Then,
AnnB(α2) = ks1 + ks2 and AnnB(α3) = ks3 + ks4 for some si ∈
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J(B), i = 1, 2, 3, 4. Let
 E13

O
O

 ,

 E14

O
O

 ,

 E23

O
O

 ,

 E24

O
O

 ,

 O
s1

O

 ,

 O
s2

O

 ,

 O
O
s3

 ,

 O
O
s4

 ,

 x1

y1

z1

 ,

 x2

y2

z2

 ,

 x3

y3

z3


be a basis of kerϕ. Since dimk(J(B)) = 4 and xi ∈ J(B) for i =
1, 2, 3, xi ∈ L(E13, E14, E23, E24) for i = 1, 2, 3. Thus,

δ1 =

 E13

O
O

 , δ2 =

 E14

O
O

 , δ3 =

 E23

O
O

 , δ4 =

 E24

O
O

 ,

δ5 =

 O
s1

O

 , δ6 =

 O
s2

O

 , δ7 =

 O
O
s3

 , δ8 =

 O
O
s4

 ,

δ9 =

 O
y1

z1

 , δ10 =

 O
y2

z2

 , δ11 =

 O
y3

z3


is a basis of kerϕ. Since dimk(J(B)) = 4, {s1, s2, y1, y2, y3} is a linearly
dependent set. Thus, there exist d1, d2, c1, c2, c3 ∈ k not all zero such
that d1s1 + d2s2 + c1y1 + c2y2 + c3y3 = 0. If ci = 0 for all i = 1, 2, 3,
then d1s1 + d2s2 = 0. Since s1, s2 are linearly independent vectors in
J(B), d1 = d2 = 0. This is impossible. Thus, ci 6= 0 for some 1 ≤ i ≤ 3.
We can assume c3 6= 0. Hence, y3 = d1s1 + d2s2 + c1y1 + c2y2 for
some d1, d2, c1, c2 ∈ k. If d1δ5 + d2δ6 + c1δ9 + c2δ10 − δ11 = 0, then
{δ5, δ6, δ9, δ10, δ11} is linearly dependent which is impossible. Thus,

d1δ5 + d2δ6 + c1δ9 + c2δ10 − δ11 =

 O
O
z

 with z 6= 0 in J(B). If

z = t3s3+t4s4 for some t3, t4 ∈ k, then d1δ5+d2δ6+c1δ9+c2δ10−δ11−

t3δ7−t4δ8 = 0. This is a contradiction. Thus,

 O
O
z

 ∈ kerϕ\kδ7+kδ8.

Therefore, dimk(AnnB(α3)) ≥ 3 and this is a contradiction.
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Subcase 4: Suppose dimk(AnnB(α2)) = 3 and dimk(AnnB(α3)) =
1. Then, AnnB(α2) = ks1 + ks2 + ks3 and AnnB(α3) = ks4 for some
si ∈ J(B), i = 1, 2, 3, 4. Let

 E13

O
O

 ,

 E14

O
O

 ,

 E23

O
O

 ,

 E24

O
O

 ,

 O
s1

O

 ,

 O
s2

O

 ,

 O
s3

O

 ,

 O
O
s4

 ,

 x1

y1

z1

 ,

 x2

y2

z2

 ,

 x3

y3

z3


be a basis of kerϕ. Since dimk(J(B)) = 4 and xi ∈ J(B), xi ∈
L(E13, E14, E23, E24) for i = 1, 2, 3. Thus,δ1 =

 E13

O
O

 , δ2 =

 E14

O
O

 , δ3 =

 E23

O
O

 , δ4 =

 E24

O
O

 ,

δ5 =

 O
s1

O

 , δ6 =

 O
s2

O

 , δ7 =

 O
s3

O

 , δ8 =

 O
O
s4

 ,

δ9 =

 O
y1

z1

 δ10 =

 O
y2

z2

 , δ11 =

 O
y3

z3


is a basis of kerϕ. Since dimk(J(B)) = 4, {s1, s2, s3, y1, y2, y3} is a
linearly dependent set. Thus, there exist d1, d2, d3, c1, c2, c3 ∈ k not
all zero such that d1s1 + d2s2 + d3s3 + c1y1 + c2y2 + c3y3 = 0. If
ci = 0 for all i = 1, 2, 3, then d1s1 + d2s2 + d3s3 = 0 Since s1, s2, s3

are linearly independent vectors in J(B), d1 = d2 = d3 = 0. This is
impossible. Thus, ci 6= 0 for some i. We can assume c3 6= 0. Hence,
y3 = d1s1 + d2s2 + d3s3 + c1y1 + c2y2 for some d1, d2, d3, c1, c2 ∈ k. If
d1δ5 + d2δ6 + d3δ7 + c1δ9 + c2δ10 − δ11 = 0, then {δ5, δ6, δ7, δ9, δ10, δ11}
is linearly dependent which is impossible. Thus, d1δ5 + d2δ6 + d3δ7 +

c1δ9+c2δ10−δ11 =

 O
O
z

 with z 6= 0 in J(B). If z = ts4 for some t ∈ k,

then d1δ5 +d2δ6 +d3δ7 +c1δ9 +c2δ10−δ11− tδ8 = 0. This is impossible
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since {δ5, δ6, δ7, δ8, δ9, δ10, δ11} is linearly independent. Thus,

 O
O
z

 ∈

kerϕ\kδ8. Therefore, dimk(AnnB(α3)) ≥ 2 and this is a contradiction.

Subcase 5: Suppose dimk(AnnB(α2)) = 3 and dimk(AnnB(α3)) =
2. Then, AnnB(α2) = ks1 + ks2 + ks3 and AnnB(α3) = ks4 + ks5 for
some si ∈ J(B), i = 1, 2, 3, 4, 5. Let

 E13

O
O

 ,

 E14

O
O

 ,

 E23

O
O

 ,

 E24

O
O

 ,

 O
s1

O

 ,

 O
s2

O

 ,

 O
s3

O

 ,

 O
O
s4

 ,

 O
O
s5

 ,

 x1

y1

z1

 ,

 x2

y2

z2


be a basis of kerϕ. Since J(B) = L(E13, E14, E23, E24) and x1, x2 ∈
J(B), x1, x2 ∈ L(E13, E14, E23, E24). Thus,δ1 =

 E13

O
O

 , δ2 =

 E14

O
O

 , δ3 =

 E23

O
O

 , δ4 =

 E24

O
O

 ,

δ5 =

 O
s1

O

 , δ6 =

 O
s2

O

 , δ7 =

 O
s3

O

 , δ8 =

 O
O
s4

 ,

δ9 =

 O
O
s5

 , δ10 =

 O
y1

z1

 , δ11 =

 O
y2

z2


is a basis of kerϕ. Since dimk(J(B)) = 4, {s1, s2, s3, y1, y2} is a linearly
dependent set. Thus, there exist d1, d2, d3, c1, c2 ∈ k not all zero such
that d1s1 + d2s2 + d3s3 + c1y1 + c2y2 = 0. If c1 = c2 = 0, then
d1s1 +d2s2 +d3s3 = 0. Since s1, s2, s3 are linearly independent vectors
in J(B), d1 = d2 = d3 = 0. This is impossible. Thus, ci 6= 0 for some
i. We can assume c2 6= 0. Hence, y2 = d1s1 + d2s2 + d3s3 + c1y1 for
some d1, d2, d3, c1 ∈ k. If d1δ5 + d2δ6 + d3δ7 + c1δ10 − δ11 = 0, then
{δ5, δ6, δ7, δ10, δ11} is linearly dependent which is impossible. Thus,
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d1δ5 + d2δ6 + d3δ7 + c1δ10 − δ11 =

 O
O
z

 with z 6= 0 in J(B). If

z = t4s4+t5s5 for some t4, t5 ∈ k, then d1δ5+d2δ6+d3δ7+c1δ10−δ11−
t4δ8−t5δ9 = 0. This is again impossible since {δ5, δ6, δ7, δ8, δ9, δ10, δ11}

is linearly independent. Thus,

 O
O
z

 ∈ kerϕ\kδ8 + kδ9. Therefore,

dimk(AnnB(α3)) ≥ 3 which is a contradiction.

Subcase 6: Suppose dimk(AnnB(αi)) = 3 for i = 2, 3. Note that

(8)
dimk(AnnB(α2)) + dimk(AnnB(α3)) =

dimk(AnnB(α2) + AnnB(α3)) + dimk(AnnB(α2) ∩AnnB(α3)).

Since dimk(AnnB(α2) + AnnB(α3)) ≤ dimk(J(B)) = 4, Equation (8)
implies dimk(AnnB(α2) ∩ AnnB(α3)) ≥ 2 Thus, there is 0 6= b ∈
AnnB(α2) ∩ AnnB(α3). This is a contradiction. We have now shown
any of the subcases in Case 3 lead to a contradiction. Hence, Case 3
is impossible.

Case 4: Suppose αiJ(B) 6= (0) for i = 1, 2, 3. Let ni =
dimk(AnnB(αi)). By relabeling the α′is if need be, there are ten sub-
cases to consider.

Subcase 1: Suppose ni = 1 for i = 1, 2, 3.
Subcase 2: Suppose n1 = 2, n2 = n3 = 1.
Subcase 3: Suppose n1 = n2 = 2, n3 = 1.
Subcase 4: Suppose ni = 2 for i = 1, 2, 3.
Subcase 5: Suppose n1 = 3, n2 = n3 = 1.
Subcase 6: Suppose n1 = 3, n2 = 2, n3 = 1.
Subcase 7: Suppose n1 = 3, n2 = n3 = 2.
Subcase 8: Suppose n1 = n2 = 3, n3 = 1.
Subcase 9: Suppose n1 = n2 = 3, n3 = 2.
Subcase 10: Suppose ni = 3 for i = 1, 2, 3.

A proof similar to that given in Case 3 will show that Subcase 1 through
Subcase 9 are impossible. Subcase 10 is also impossible. To see this,
let V be a vector space and suppose Wi, i = 1, 2, 3 are subspaces of V .
Suppose dimk(V ) = n. Then, we have the following equation.
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(9)

dimk(W1 ∩W2 ∩W3) = n−
3∑

i=1

(n− dimk(Wi))

+ {(n− dimk(W1 + W2)) + (n− dimk((W1 ∩W2) + W3))}.

Suppose V = B and Wi = AnnB(αi), i = 1, 2, 3. Then, Equation (9)
implies dimk(W1∩W2∩W3) = 9−dimk(W1+W2)−dimk((W1∩W2)+
W3). Since dimk(W1+W2) ≤ 4 and dimk((W1∩W2)+W3) ≤ 4, we have
dimk(W1 ∩W2 ∩W3) ≥ 1. Thus, there exists 0 6= b ∈ W1 ∩W2 ∩W3.
Since Wi = AnnB(αi), i = 1, 2, 3, αib = 0 for i = 1, 2, 3. Thus,
b ∈ AnnB(N) = (0) which is a contradiction.

Therefore, all four cases are impossible. Hence we conclude that
µB(N) = 2. � �
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