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(Abstract)

information systems quality engineering is one of the most problematic areas in practice and research, and
needs cooperative efforts between practice and theory [Glass, 19%). A model for evaluating the quality of
system development process and ensuing success is proposed based on information processing theory of
project unit design. A nomological net among a set of quality variables is identified from prior research in the
areas of organization science, software engineering, and management information systems. More specifically,
system development success was modelled as a function of project complexity, system development modelling
environment, user participation, project unit structure, resource availability, and the level of iterative nature of
development methodology.

Based on the model developed from the information processing theory of project unit design in organization
science, appropriate gquality metrics for each variable in the proposed model are matched. In this way, a
framework of relevant systems development and success quality metrics for controlling systems development
processes and ensuing success is proposed. The causal relationships among the constructs in the proposed
model are proposed as future empirical research for academicians and as managerial tools for quality
managers. The framework and propositions help quality manager to select more parsimonious quality metrics
for controlling information systems development processes and project success in an integrated way. Also this
model can be utilized for evaluating software quality assurance programmes, which are developed and marketed
by many vendors.
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1, Introduction

Systern tailure 1s a common phenomenon
rather than an unusual one. Problems lie not
in the lack of methods, tools and managerial
control, but rather in their fragmentation,
Without integrated approaches to systems
development quality management, the
dynamic interplay involving people,
methodology, and tools cannot be captured or
understood [Chen and Nunamaker, 1989].
Information  systems and software
engineering researchers have focused on each
component of systems development processes,
activities, and quality metrics separately.
Software engineering research community
has concentrated on rather narrower concept
of software metrics, In practice, software
engineers or project managers usually
collected and analysed software metrics to do
input/output analysis without any causal
understanding on related software metrics.

A ‘wide range of systems quality
management tools or software metrics such
as Capacity Maturity Model (CMM) by
Software Engineering Institute and 1SO 9001
by 1S0, are used to increase the productivity
and efficacy of the systems development
processes, But, very little is known

concerning which information systems

development projects are most conducive to
the proper use of software quality metrics
[Cerveny, Garrity, and Séndérs, 19%], and
how much. and in ‘what way the software
quality metrics are interrelated to each other.
There might be relationships among systems
development quality metrics (development
methodologies, project unit_; structure, user
involvement, modelling. environment, and
resources) in a complementary fashion, The
effectiveness of each internal metrics depends
to some extent on the other metrics in a
project. Prior research in the systems
development quality engineering and systems
development areas is typically not theory-

systems
development “quality metrics? such as the

driven. ~ Furthermore, major

systems development methodology, software
development tools, user pafticipation, and
system success have been evaluated in
fragmented ways, ‘Research' into the system
development process and success has
suffered from the lack of a nomological net,

" 1. e, the theoretical relationships among a set

of constructs [ Wrigley and Dexter, 1991).

The motivation of this research is to set up a
theory-based systéms development process and
ensuing success quality (SDPSQ) model, a set of
propositions and a framework of SDPSQ metrics.
views

The research model system

1) Systems development process and success quality metrics intrics include the metrics for measuring project complexity,
systems development processes, and systems development success. They include software engineering- quality metrics- as

a subset.
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development project as a managenal and a
controlling processes for dealing with the
complexity of systems development project
[Zmud, 1980]. Key systems quality
management considerations, such as the
selection of tools, project unit structure, and
problem-solving strategy, are included in’ the
model, in the guidance of information-
processing theory of project-unit design,
[Galbraith, 1977; Tushman and Nadler,
1978]. Based on the theoretically proposed
SDPSQ model, a set of propositions and a
framework of SDPSQ metrics are proposed.
Section two provides a review on major
research in the areas of systems development
and success. In Section three, information
processing theory of project unit design is
summarized to relate the constructs reviewed
in the Section two to the constructs in the
theory. In section four, systems development
processes and project unit design strategies
will be mapped to each other for formulating
the SDPSQ model in Section five. Five
propositions and a framework of SDPSQ
metrics are detailed in Section six. Section
seven summarizes conclusions and future

research directions,

2, Literature Review on Information
Systems Development Process and
Systems Success

This section provides a review of major

research streams in the system development
process and success areas, It includes project
complexity in systems development, the
appropriate use of development tools and
methodologies, the level of user involvement,
the experience or knowledge level of related
parties concerning a problem domain, the
manégement structure of project-unit, and
systems development success. The review
provides a theoretical foundation for
developing an integrated SDPSQ model
based on the information processing theory
of project unit design,

2.1 Complexity in systems development
project

Most problems in systems development
activities can be traced to the complexity
inherent in  software development

environment. Research on  system
development and system success emphasizes
the irnportanoé of the project complexity in
selecting an appropriate methodology,
development tool, project-units structure, and
resources [Semprevivo, 1980; Davis, 1982].
But there has been little theoretical and
empirical research effort to propose and
validate the construct of project complexity.
An example of a system development
project that has low complexity is one that
contains a small number of simple task

procedures which exhibit few exceptions and
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one where the input/output formats are
simple, well defined, and unchanging. High
complexity would be demonstrated by a
system with many procedures, many
exceptions to be processed, and input/output
formats that are difficult to define and
highly subject to many changes [Franz,
1985). Franz [1985] defines complexity as
the characteristic of developed systems,
Zmud [1980] observed that the problems
associated with managing software
development could be traced to the
software

complexity that pervaded

development, This uncertainty emanates’

from numerous sources which include
complex or state-of-the-art technologies
being implemented, the influence of
technological or environmental change, and
the physical size of a software product. The
complexity of an information system
development project is considered to be a
function of its size, structure, and
technologies implemented for constructing the
information system, McFarlan [1981]
suggests that size, structure, and applied
technologies used to develop a system effect
project risk,

Brooks [1987] pointed out two sources of
complexity in systems -development
environments, ‘One relates to the inherent
complexity of the problem being solved and
the other is related to tools, languages, and

design approaches,

livari and Koskela [1987] observed two
main sources of the complexity: the scope of
application domain (e. g. the number of
transaction types processed) and the inherent
multidimensionality of information systems.
They noted that problems of system
development were caused by the complexity
of the system s being developed and the
fuzziness . of information requirements, They
define systerﬁ complexity as the composite of
software complexity and information
requirements stability.

Tait and Vessey [1988] performed a field
study to see the relationship between system
failure and systems complexity, and the
mediation effect of user involvement to
decrease the systems complexity., They found
that systems complexity was directly related
to system failure,

In sum, the complexity of systems
development project is a major contingency
influencing ensuing

factor systems

development processes and systems

development success. Even though software

engineering research has developed some
software metrics such as LOC (lines-of-
codes) and function points to measure the
project complexity, those metrics should be
supplemented with the broader concepts of
project newness, analyzability, and variability,
which have been proposed and empirically
supported in organization science and

management information systems research,



AR A2z

A Study on the Dimension of Quality Metrics for Information Systems Development and Success
. An Appication of Information Processing Theory 101

2.2 Systems development tools and
methodologies

Information systems researchers identified
development tools and methods as possible
causes for system success and failure, Given

that information system development projects

are purposive activities for developingb

information systems, the manifestations of
modelling activities at the project level are
an important control stratégy for overcoming
project complexity and acquiring quality
information systems. There is a wide variety
of software development tools and methods
currently -available for increasing the
productivity and effectiveness of a software
development project. The structured
revolution has brought in a wide range of

development tools and techniques.

The analyst has a wide range of -

modelling tools and techriiques from which to
select and applies them in a wide variety of
ways to the modelling process. While early
structured tools and methods concentrated on
improving coding practice for facilitating the
lower levels of abstraction, current structured
tools and methods also assist in higher levels
of abstraction. In essence the system
development modelling processes can control
project complexity at each level of
abstraction by selecting appropriate tools and
methods.

Kydd [1989], for example, suggested that

the proper methodology and tool should be
context dependant. The context included the
degree of uncertainty and equivocality, the
stage of the development cycle, and
technical maturity of the organization. For
example, prototyping and group meetings
between users and analysts could be used to
reduce excessively equivocal and uncertain
énvironments.

Hackathorn and Karimi [1988] developed
a framework for comparing information
engineering methods based on two
dimension: depth and breadth. After placing
each tool in a specific dimension according to
its characteristics, they argued for a link
between conceptual planners and pragmatic
developers. The point w‘as that system
development methodologies and tools should
facilitate interaction among intérested parties
throughout the entire development process to
decrease project complexity.

In a related line Yadav, Bravoco, and
Chatfield [1988] proposed a framework
evaluating tools according to syntax,
semantics, communicating ability, and
usability. The implication is that a systems
analysis tool should facilitate communication
as well as support the organizational
modelling process, '

Mantei and Teorey [1989] focused on
behavioral issues that arose over the course
of the development life cycle and proposed

techniques for gathering a variety of human-
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oriented information. For example, in the
initial phase of systemé development process,
focus groups might be qsed to encourage
users to elaborate on their problem domain.
On the empirical side of the research,
Card, Garry, and Page [1987] reported that
no particular systems development technique
increased productivity significantly, The use
techniques

of systems development

considered in the study produced
approximately a 30 percent increase only in
software reliability. They concluded that the
effectiveness of any technique and the
importance of specific non-technology factors,
including programmer effectiveness, resources,
data complexity, and the nature of the
software application, could explain
productivity at the project level.

Banker, Datar, and Kemerer [1991]
reported that in maintenance projects,
structured analysis and design tools did not
contribute to the productivity of the project
and suggested more empirical research in
this area. To observe the impact of the
structured analysis and design methodology,
dummy variables indicating the use or
absence of this technique were included in
their model.

Cerveny and Joseph [1988] studied the
software enhancement projects involving
identical information requirements and they
reported that firms using structured system
techniques

design and programming

expended twice as much effort to implement
the requirements as those using non-
structured approaches.

In a comparison of traditional systems

development life cycle approaches and

prototyping methods, Mahmood [1987]

found that the technique selected was
related to project characteristics and the
type of decision making the system was to
support, |

According to the previous studies, system
specification tools and methods can be
conceptualized as a way to control the
complexity of systems development project.
The functionalities of modelling tools
suggested by previous studies are
summarized in Table 1.

2.3 User involvement and participation

Current design philosophy suggests that
more user involvement in information
sysfems development is better. In fact, many
structured techniques were employgd to
increase the involvement of users during
system development processes. The common
wisdom that user involvement may lead to
successful system construction can actually
be traced to concepts in the group
psychology literature on interpersonal
communication, group problem-solving, and
motivation,

In a sense, the user mvolvement construct
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Table 1: Review on functionalities of modelling tools

Uncertainty reduction
Eqgivocality reduction

After reviewing information
systems research and reference
disciplines, Barki and Hartwick
[1989] argued for a separation

Depth: conceptual vs. pragmatic
Breadth: planning vs. development

of the constructs of user

Syntactic
Semantic
Communicability
Usability

participation and user
involvement, They defined user

involvement as a subjective

Gathering a variety of human. oriented information

psychological state during the

User/designer satisfaction

Adaptability to project and decision characteristics

systems development process

Flexibility to designer’s experience and expertise

and user participation as a set

transformation

Production technology: representation, analysis and

Coordination technology: control and cooperation
Organization technology: support and infrastructure

of activities performed by users
during system development

process,

Negotiation

Reconcifiation of divergent information among experts

As a consistent factor of

contributing to systems develop-

i1s a surrogate variable for measuring the
effectiveness of interpersonal communication
and the group problem solving process
[Garrity, 1988].

After examining the link between user
involvement and indicators of system
success, Ives and Olson [1984] concluded
that current research was based on
inadequate theory and methodology. They
proposed a new conceptual model illustrating
the relationship between user involvement
and success. According to their conceptual
model, the user involvement construct might
be represented by cognitive factors and
motivational factors, which determine the

system quality and system acceptance,

ment success, the type and
numbers of - user involvement and
participation through systems development
project will be included in SDPSQ model

and metrics,

2.4 Knowledge and experience level of
project members

The knowledge and experience level of an
analyst in a specific domain have been found
to be an important resource for supporting
systems design process [Adelson and
Soloway, 1985]. Also, the effective utilization
of a tool or methodology is contingent on the
designer’s experience with the object being

designed and the domain context.
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Vitalari [1985] studied the foundations of
expertise in systems analysis, He vi'dentified
five categories of expertise including: core
system analysis domain knowledge,
organization specific knowledge, high-rated
knowledge, functional domain knoWledg’e,
and knowledge of techniques and methods
[Vitalari, 1985). He observed that effective
analysts use analogical reasoning, goal
setting, hypothesis management, and certain
problem solving strategies.

What skills do users and analysts consider
important in analysts? Green [1989] found
that users consider technical skills an
essential component of analysts skills,
whereas analysts view interpersonal skills as
a very key element of their job. Perhaps a
better understanding of the respective roles
of users and analysts in the development
process can lead to an effective partnership
between the two parties. Some researchers
suggest that the analysts can occupy several
archetypical roles during the development
process, Hirschheim and Klein [1989] suggest
the following roles: the analyst as facilitator,
the analyst as a labor partisan, the analyst
as a social emancipator, and the analyst as
an expert. Systems designer’ s experience on
the tools, methodologies used and domain
specific knowledge have been found that
they influence systems development
productivity and final systems success.

Systems development project managers can

accumulate knowledge and experience
metrics and relate those metrics to systems
development success metrics to estimate the

required skill level for future projects.

2.5 Project unit structure of systems
development team

In situations where there is a team
developing a project, the outcome is derived
from  multiple interactions among
participating actors, The problems that result
from the interaction between diverse team
members have been studied from various
points of view. From a sociological
perspective, Borovits, Ellis, and Yeheskel
[1990] suggested that the communication
patterns and working procedures of the
project team affected productivity and
intragroup relationships during systems
development., They recommend collaborative
group work and multi-directional
cbmmunication in situations involving
complex tasks. Guinan and Bostrom [1986]
found that the productivity of developers and
users could be significantly increased by
improving communication patterns, Salaway
[1987] turned to organizational learning
theory as a mechanism to enrich
user/analyst communication, After surveying
the attitudes of data processing and user
personnel towards their roles in system

development, Cronan and Means [1984]
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concluded that the ability of users and
analysts to take advantage of one another’s
expertise was a function of communication,
Improving communication patterns appears to
be a consistent theme,

Characterizing the system development
process as an organizational change process is
a way to confront systems implementation
problems. Weitzel and Graen [1989] have
turned this concept around slightly-and looked
towards joint problem solving competence. as
a variable affecting project effectiveness. They
further conclude that the roles assigned to the
user and analyst, as a function of the
affect the

relationship between analyst and user.

development methodology,
Conflict resolution has been posited as an
important construct for explaining the
effectiveness of the systems development
process [Robey, Farrow, and Franz, 1989]. In
fact conflict resolution, communication, and
issues in user participation are intertwined.
The real problem lies in the structure of
project team. Project team structure inhibits
the efficient usage of project members as
problem solvers and the opportunity for
feedback, error correction, and the synthesis
of different points of views., White [1984]
offered preliminary evidence that the project
unit structure affected project quality and he
suggested that further research in terms of
the quality metrics of project unit structure

was rleeded.

2.6 Systems development success

The success of an information system
should be evaluated from both user's and
analyst’s perspective. System development
success from user’s point of view is typically
operationalized using perceptual measures
such as user .satisfaction, system
effectiveness, and use of the system, Total
hours for finishing a“project [Banker, Datar,
and Kemerer, 1991], perceived level of user
satisfaction [Deutsch,1991], and perceived
efforts to implement a project enhancement
[Cerveny and Joseph, 1988], and software
reliability [Card, Garry, and Page, 1987] are
used for measuring systems success from an
analyst’s point of view. Considering that
system success is a multi-faceted concept,
two measures including user information
satisfaction and project success are adopted
for evaluating systems success quality. The
measures for the efficiency of solution or
project success can be implementation,
software reliability, and maintenance cost.
The measures for the effectiveness of
solution can be user information satisfaction
with the developed system.

2.7 Summary

In previous research, to explain system
development success, dominant constructs

such as the complexity of systems
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dévelopment project, functionalities of

modelling tools, user involvement, project unit
structure, and skill level as a major resource
were introduced into a research model to be
developed in the next section without
considering the relationships among the
constructs.

Even though some research models,
which ir'ltegratéd relevant factors to system
success, were proposed, those models were
not developed in guidance of sound theories,
I a systems development process is viewed
as a managerial process to deal with project
complexity, key managerial considerations,
such as project management guidelines,
selection of tools, project unit structure, and

problem-solving methodology, should be .

evaluated in an integrated way in order to
explain the systems development success.
This view goes with the observation that
researchers in management information
systems field should include interrelated
variables in a model with strong theory
[Weill and Olson, 1989]..

In addition,
management information systems have not
included or refined the constructs or factors
developed in software engineering quality
research. To set up SDPSQ model,

previous studies in

information processing theory of project unit
design from organization science was
adopted. Detailed constructs in the theory
are discussed in the following section.

3, Information Processing Theory of
Project Unit Desum

In previous section, major research efforts
to explain systems development contingency,
processes, and success were reviewed to
relate the constructs in a meaningful way.
To set up systems development process and
success quality model, in this section, the
information processing theory of project unit
design is summarized based on some
theoretical works [Galbraith, 1977 and
Tushman, 1978] and empirical studies [Daft
and Macintosh, 1981: Kmetz, 1984].

According to an information processing
theory of project unit design [Galbraith,
1977], as project complexity increases, a
project unit must take organizational design
action to deal with the complexity.
Galbraith’s [1977] model suggests a more
operational framework for linking a number
of organizational -design features to the level
of complexity or information processing
requirements facing a project unit

Tushman and Nadler [1978) suggest an
information processing model of project unit
in which project unit can be created to deal
with specific aspects of the project
environment [Katz and Kahn, 1966;
Lawrence and Lorsch, 1967; Thompson,
1967]. In the model, the components of the
project complexity were split into three parts

including project characteristics, project
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environment, and inter-unit project
interdependence,

The project design actions to overcome
the complexity constitute the strategic
choices taken by the project unit. It can
proceed in either one of two general ways.
First, it can reduce the amount of
information processing that is required to
‘overcome complexity by environmental
management, creation of slack resources, and
creation of self-contained projects. Secondly,
the organization can increase information
processing capacity by investing in modelling
tools and the creation of lateral relations,

In the following subsections, each
construct in the information processing
model, including project complexity and
project design strategies, will be summarized
for developing propositions and a framework

of SDPSQ metrics.
3.1 Project complexity

Tushman [1979] defined ' the complexity
based on the characteristics of a project as
important determinants of complexity and of
the information-processing requirements of
project unit [Thompson, 1967: Weick, 1969:
Duncan, 1973; Pennings, 1975). The project-
related complexity refers to attributes of the
local environment confronting the focal unit
or what Emery and Trist [1965] describe as

the “causal texture” of project environment.

The three sources of project-related
complexity are project characteristics, project
environment, and inter-unit project
interdependence. Project characteristics are
defined as the composite of project
complexity and intra-unit project
interdependence. The project environment
refers to a static/dynamic dimension of a
project, The inter-unit project
interdependence is the degree to which a
subunit is dependent upon other subunits in
order to perform its project effectively.

If a cognitive or information-processing
perspective on the project complexity is
adopted, the complexity facing a project unit
is a function of the number of information
demands or stimuli per unit time and the
extent to which judgements must be taken
into account in processing the information
[Driver and Streufert, 1969; Farace, Monge,
and Russell, 1977].

This study adopts the complexity as an
important dimension confronting the systems
development project unit. The project
complexity is composed of project newness,
project analyzability, and project variability,
This view is supported by theoretical and
empirical research on system success,

reviewed In section one,
3.2 Project design strategy

Project design strategy consists of
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adjustment processes to deal with project
complexity. That is, the project unit modifies
its domain and relations with elements in its
environment depending upon the complexity
and costliness of the other strategies to deal
with the complexity. Project unit can adopt
one of or mix of the two general strategy:
one is the strategy to reduce the need for
information processing, and the other is the
strategy to increase the capacity to process
information. Those two strategies are detailed
in the first column in Table 2,

A project unit can enter various
cooperative schemes such as implicit
cooperation, contracting, coopting, and
coalescing to reduce the environment
complexity. In that way a project unit can
transfer all or part of the required amount of
information processing to other project units,

The creation of slack resources reduces
the amount of information that must be
processed during project execution and
prevents the overloading of a project unit,
An example of using slack resources is the
time-cost trade-off in project networks.
Investing financial or human resources in a
project can decrease the overloading of a
project unit and increase the possibility of
project success. The next method for
reducing the amount of information
processing is to change from a functional
project unit to one in which each project

unit has all the resources it needs to perform

its project; that is, change the way a project
is decomposed into subprojects, The strategy
of self-containment shifts the basis from one
based on input, resources, skill, or
occupational categories to one based on
output. It reduces the amount of information
processing by decreasing the amount of
information which should be exchanged for
coordinating activities among members
during project execution,

In yet another approach a project unit
can invest in modelling tools which allow it
to process information acquired during project
execution without overloading the project
unit. This strategy increases the information
processing at the planning stage while
reducing the number of exceptions or
complexity which may overload the project
unit in later stages. For example, by utilizing
an information system, a project unit does
not have to engage unnecessary efforts to
process information created during project
execution, Various man-machine
combinations or information processing
methods may increase the capacity of
problem solvers in a project unit.

The last

environmental complexity is to selectively

mode for coping with
employ lateral relationships which cut across a
project unit. This mode moves problem solving
activities or information processing processes to
where the necessary knowledge exists, In this

way it will decentralize problem solving



A Study on the Dimension of Quality Metrics for Information Systems Development and Success

A3l A2z

< An Application of Information Processing Theory 109

activities without creating a self-contained
project unit., For example, interdepartmental
group problem solving can be a mechanism to

reduce the information overload.

3.3 Application of information processing
theory of project unit design

The information processing theory of
project unit design was utilized to describe a
complex workflow in aircraft electronics
repair [Kmetz, 1984]. Daft and Macintosh
[1981] did an exploratory test of the model
on 24 project units to see that the
complexity and the amount of information
processed are closely related. The reported
amount of information processing increased
with both project variety and analyzability:
the reported use of equivocal information
decreased with project analyzability.

Daft and Lengel [1986] argued that
complexity and equivocality were two forces
that influence information processing in
organizations, Depending upon the complexity
composed of analyzability and equivocality,
the type and amount of information required
for project accomplishment are different. Daft
and Lengel's [1986] framework was used to
relate appropriate information development
methodologies to the level of analyzability
and equivocality of a project. Equivocality
~ resolution during implementation processes

was found critical to realizing improved

productivity at the project level [Jones and
Kydd, 1988].

The framework was also applied to
understand design alternatives for organizing
information systems activities in general
[Zmud, 1984] and to suggest possible
managerial strategies for large scale software
development efforts [Zmud, 1980]. The two
most direct strategies for achieving more
effective management of software
development are to reduce the absolute
amount of complexity or complexity within a
project and to facilitate information flow
among problem-solvers confronted with
complexity [Zmud, 1980].

Information systems development projects
are very complex and require various design
actions to process much information in short
time of period. This information intensive
environment is quite appropriate to apply the
theory to integrate set of design actions
detailed in section two.

4, Mapping of Project Design
Strategies to Information Systems
Development Strategies

Based on the above discussion on
information processing theory of project unit
design, the information systems
development-unit is assumed to take design
actions to realize information processing fit.,

Drazin and Van de Ven [1985] state that



10. Joo M. An

cjojetiol~ x4

the project of researchers adopting the
concept of fit is to identify the feasible set
of processes and technology dimensions that
are effective for different environments and
to understand which pattern of process-
technology linkage are internally effective,
According to Banker ‘and Kauffman
(19911, a large set of variables should be
included in a more general model to evaluate
the quality of software development activities,

The variables suggested by them include:

technical qualities of the tools, development
team characteristics, ofganizational factors,
and architectural factors. This study selects
and integrates related constructs from
information systems research according to the
information processing theory of project unit
design reviewed' above. It seems reasonable to
assume that for the highly information
intensive activities such as system
development projects, the limits of information

processing capacity are frequently reached or

(Table 2) Mapping of project design strategies to information
systems development sjrfegies

Environmental manat. crea of o
cooperative scheme such as

(1) contracting

(2) coopting

(3) coalescing

‘Contracting with outside vendor
(1) total outsourcing

(2) contract development

(3) partial contract development

Creation of slack resources:
(1) extended completion date
(2) use of slack resources

- (3) relaxing budget target

Investment in resources:
(1) hardware/software
(2) human resources
(3) financial resources

Creation of self-contained task:
(1) output based organization
(2) reduced divison oflabor

Investment in vertical information systems:
(1) formalization of problem solving symbot
(2) increase of frequency of problem solving

(1) flexible structure of a project unit
(2) efficient team structure

(1) utiization of modelling toois and methods
(2) iterative nature of development methodology

Creation of lateral relations (joint' problem
solving)

(1) direct contact

(2) Viaison role

(3) task force

(4) team

(1) user involvement from functional depariment
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exceeded by  information processing
requirements and that the difficulty in
realizing information processing fit constantly
constrains performance or success at the
project level. The mapping between project
unit design strategies and systems
development strategies at the project level is
shown in Table 2. The project design
strategies will be split into two general
strategies in this study: strategies to reduce
the need for information processing and
strategies to increase the capacity to process
information. The strategies to reduce the
need for information processing include
contract with outside vendors, allocation of
resources, - project unit structure. The
strategies to increase the capacity to process

information include iterative nature of

development methodology, utilization of
modelling tools, and user involvement during
the development process in a consistent and
complete way. These two general strategies
to deal with project complexity are assumed

to affect systemn development success.

5, An Integrated Model: Systems
Development Process and Success
Quality (SDPSQ) Model

Based on the discussion in previous
sections, in Figure 1, an integrated SDPSQ
model is proposed. The model argues that
the fit between project complexity and
project design strategies at the project level

determines system development success. Fit

-here is regarded as a mediating relationship

[Venkatraman, 1989]:

Project Complexity

¢ Systems Development Success

systems develop-ment
strategies mediate the
relationship between
project complexity and
systems  development
success, Specifically,
project corhplexity is
mediated ‘byb user
involvement, development
methodology, the system
development modelling

environment strategies,

(Figure) Systems Development Process and Success

Quality (SDPSQ) Model

and resources for systems

development success. The
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unit of analysis for the proposed model is the
information systems development project.
Previous studies of the technology imperative
paradigm suggested that the linkage
between contingency and étmcture to predict
performance at the project unit or project
level was more meaningful than at the
rhacro organizational level. Further, Cerveny
and Sanders [1986] concluded that there
had been little

demonstrating the importance of macro

empirical suppdrt
organizational variables on system success.
By matching related factors to systems
development success at the project level,
meaningful propositions and a framework of
SDPSQ metrics can be proposed for future
practical and empirical analysis.  This model
1s unique in that it explicitly includes related
constructs to systems development success in
the guidance of a proven theory. By

matching project complexity with the system

development strategies, the net impact of-

each strategy in the model on systems

development success can be assessed,

6, Propositions and A Framework
of Systems Development Process
and Success Quality Metrics

Based on the proposed model in Figure 1,
the relationships among the constructs in the
model are proposed in section 6.1. The

propositions can guide systems engineering

researchers to develope more detailed
hypotheses for future theory development
and empirical tests. This model also gives
systems quality managers a frameworks for
collecting a parsimonious set of quality

metrics for future quality planning,

6.1 Propositions

The five propositions are derived from the
information systems development process and
success' research detailéd in section two and
the information processing theory of project

design discussed in section three,

Proposition 1: As the complexity of a
project increases, the likelihood of the
systems success decreases.

Proposition 2: As the complexity of a
project increases, the extent of modelling
activities positively correlates with systems
development success,

Proposition 3: As the complexity of a
project increases, the extent of user -
involvement activities. positively correlates
with systems development success,

Proposition 4: As the complexity of a
project increases, the extent of knowledge
and experience positively correlates with
systems development success

Proposition 5: As the complexity of a
project increases, the extent of the flexibility

of project unit structure positively correlates
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with systems development success,

6.2 A framework of systems development
process and success quality metrics

Based on the above propositions derived
from research in organization science and
management information systems, SDPSQ
metrics developed from software engineering
quality and information systems research can
be organized as in Table 3. This framework
is theory-based and practically meaningful in
some respects. Previous research on software
engineering has been focused on input and
output metric analysis. In other words,
project complexity metrics such as size of
LOC (line of cords) or function points were
utilized for predicting the budget or
manpower for executing a software
development project. The metrics suggested
in Table three can supplement input/output
metrics by supplying mediating metrics

between the input and output metrics.

7. Conclusions Future Research
Directions

Research projects aimed at developing a
complex theory for organizing information
systems activities are strongly advocated
[Zmud, 1984].

complexity of an information development

Depending upon the

project, managerial arrangements and the

system development modelling environment
might have different effects on producing
quality information systems.

This study proposes an integrated model
to assess the interaction among the
important factors which will affect systems
success and incorporates  systems
development project complexity as an
important factor influencing systems
development processes and success. The
complexity of systems development projects
includes technological environment, project
assignment, and reporting relationships
[Baroudi and Ginzberg, 1986]). Each factor
cannot be considered apart from others
[Mahmood, 1987]. For example, user
involvement should  be evaluated with
organizational arrangements such as project
management strategy, resources commitment,
and top management support [Kling, 1977].

Based on the integrated model of systems
development process and success, a set of
propositions and a framework of systems
development and process quality metrics
were proposed for future exploration. The set
of propositions sets a starting point for
theoretical expansion and empirical tests for
academicians, The framework guides quality
managers to collect more parsimonious set of
interrelated quality metrics to optimize
systems development process in a specific

environment.
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Table 3: Suggested systems quality metrics based on SDPSQ model

Project newness

(1) degree of project newness - - -

Project analyzability

(1) application components over project life cycle
(2) programming complexity

(3) data complexity

(4) systems design complexity

Project variability

(1) change over time
(2) change request effort over time
(3) module wolatility over tme

Knowledge -and experience

(1) effort

(2) staff

(3) computer resources

(8) personne! skills

(5) production support effort over time

(6) systems engineering development productivity ratio
(7) function points productivity ratio

(8) documentation pages productivity ration

(9) source statement productivity ratio

Project unit structure

(1) project organizational complexity
(2) type of project organization
(3) reporting structure

Modeling tools

(1) number of standards/ methodologies/ case tools for each
stage

(2) automated testing/ debugging/ code analysis/

(3) configuration management tools

(4) level of documentation for modelling

(5) number of tools and methods for each level of
abstraction

Development methodology

(1) documentation review session
(2) iterative nature of applied modelling tools/ methodology

User involvement» and
participation

(1) type and number of user involvement for each stage
(2) type and number of user participation for each stage

User satisfaction

(1) service quality of information systems
(2) number of user over time

Project succes

(1) refiability

(2) mean time to default
(3) fauit density

(4) mean time to defect
(5) mean time to failure
(6) response time over time
(7) down time over time
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