Off-line Selection of Learning Rate for Back-Propagation Neural
Ntwork using Evolutionary Adaptation
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ABSTRACT

In training a back-propagation neural network, the learning speed of the network is greatly affected by its learn-
ing rate. Most of off-line fashioned learning-rate selection methods, however, are empirical except for some
deterministic methods. It is very tedious and difficult to find a good learning rate using the empirical methods. The
deterministic methods cannot guarantee the quality of the quality of the learning rate. This paper proposes a new
learning-rate selection method. Our off-line fashioned method selects a good learning rate through stochastically
searching process using evolutionary programming. The simulation results show that the learning speed achieved by

our method is superior to that of deterministic and empirical methods.
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I. Introduction lection method have frequently been empirical [1, 6].

It is very tedious and difficult to find a good learning

The training speed of the back-propagation neural rate using the empirical method. Eaton has suggested
network greatly depends on the value of the learning a learning rate selection method [2] that deterministi-
rate, n [2]. Most of off-line fashioned learning-rate se- cally computes the learning rate using the number of

training samples. This method may select a bad learn-

. o ing rate because its selection equation depends only
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B339 A7) 2 AT on the number of sample patterns. Thus, this method
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B PR this paper, we propose an off-line selection method
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that can pick out a good learning rate using the evol-
utionary programming technique.

Our method mostly outperforms the Eaton method
because our method searches a good learning rate th-
rough stochastically searching process. The learning
rates in our method are evaluated and generated iter-
atively by the evolutionary programming technique. As
the process goes on, the learning rates in evolutionary
programming become better and better, and the best
learning rate is selected finally. This method is not an
application specific method because it selects the best
learning rate within iteratively evaluated learning
rates. Thus this method can be widely employed in
any type of problems. It was shown through simu-
lation that the learning speed with the learning rate
selected by our method is superior to those by the

empirical method and the deterministic method {2].

II. Modification of Evolutionary
Programming

Evolutionary programming [3] is an algorithm that
simulates natural evolution. It is a type of the system-
atic multi-agent stochastic search methodology. This
algorithm consists of four main processes:evaluating
fitness, competing with members, selecting parents,
and generating offspring. In order to find a good sol-
ution for a problem, these processes are repeated. To
operate the evolutionary programming, three import-
ant parameters-population, objective function, and per-
turbation factor-must be determined [3, 6]. The popu-
lation is a set of solutions. The objective function is
to measure the fitness of each solution. The pertur-
bation factor is used to create new generations from
parents.

In our application, the learning rates for a neural
network are mapped to the solutions within the popu-
lation. We defined the objective function as the in-
verse value of the total sum squared error(TSSE) of
the nelwork. The perturbation factor is defined in

terms of the objective function and other elements of
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the network. The objective function and the pertur-

bation factor are defined as follows.

Definition 1:Objective Function
Lex X; be a solution (learning rate) of population P.

Then an objective function is defined as:

1 1

FSSE ~ % %
XL du—op)

X)) =

where dp and oy} are the desired output and the ac-
tual output of a pattern p in an output neuron 2 on a
vector X;, respectively; R and K are the number of

patterns and output neurons, respectively.

Definition 2:Perturbation Factor (Standard Devi-
ation)
Let X; be a solution of the population. Then a per-

turbation factor is defined as:

1
Oy, = =
YT JRX) *R*K

where R and K are the same as in the above defi-
nition.
Using the definitions 1 and 2, we devised an algor-

ithm for off-line selection of learning rate as follows.

Algorithm 1:Off-line Selection of Learning Rate( )
// 2m:the number of elements in population, (m
parents +m offspring) //
// X;:the ith solution of population P //
// F(X?):the objective function of X; //
// Ji:the fitness score of X;, Ji «—F(X3) //
// Wi:the winning number of X; in competition //
// a;:the perturbation factor of X;, a;i < 7 /!
// g:the number of generation // '

// Sk:the scores and solutions of parents in kth gen-

eration //
1. initialize population P=[Xq, X1, ..., Xom—1]
2.fork=0tog—1
3. fori=0to2m-—1
4. assign a score J; to each solution X;
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end for
6. for:=0to2m-—1
compete X; randomly with the others X;

(# X;) and count winning number W;

end for
9. fori=0tom—1
10. select m parents solutions in population

according to the number order of W;
1. generate offspring by modifying X; in par-
ents with random peturbation factor oy,
12.  end for
13. store the scores and solutions of parents to Sk
14. end for
15. obtain the appropriate solution from So to Sg-1

[[. Simulation

In order to verify our algorithm, we employ to two
examples, Exclusive OR and 10-bit modulus problem.
For the first experiments, the variables for the off-line

selection algorithm are set up as follows :initial solut-
ions in a population are randomly picked out within
0.04 and 0.4. The number of population is 100. The
number of competition is 10. This algorithm spends
approximately 2.8 sec of the CPU time of sparc-2
workstation on determining the most excellent learn-
ing rate.

We employed a benchmark problem[4], Exclusive
OR 2-inputs pattern classification, and a three-layered
(2-2-1) neural network structure[S]. Three methods
(ours, Eaton, and the empirical) were examined 10
times respectively. Figure 1 shows the result of the
simulation with the average value of 10 runs.

In the second experiment, we change the number of
population and competition to 50 and 5, respectively.
CPU time in ALPHA workstation needs 74.6 sec for
selecting a learning rate with our algorithm. The
10-bit modulus problem, as a classification problem,
is to categorize a 10-bit binary input to a decimal
modulus output. Thus, this problem takes 10-bit bi-

nary inputs and generates 10 modulus outputs. For
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Fig. 1 TSSE vs. No of iteration in 2-2-1 network using Ex-

clusive OR 2-inputs pattern
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Fig. 2 TSSE vs. No of iteration in 10-10-10 network using

10-bit modulus problem

example, if a 10-bit binary 0000001011 is provided,
then only the second output becomes one and all
other output become zeros, 0100000000. This is be-
cause the binary number corresponds to modulus 1.
The number of sample patterns is 1024. The patterns
were provided into 10-10-10 network, and the result
of 10 averaging runs exists in Figure 2.

In Figure 1 and 2, the learning rate of Eaton method

1.5
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of patterns, m=the number of types). The result of
Eaton method has the learning rate m=1 and the mo-

[2] is given as (N=the number

mentum coefficient 2=0.9. For the empirical method,
we sclected three learning rates (Empirical #1, #2,
and #3, i. e., n=0.04, 0.22, and 0.4 respectively). The
TSSE of our method is mostly lower than that of
Eaton method and empirical #1, #2, and #3 during
the training process. Therefore, our selection method
outperforms other selection methods in training speed
stochastically.
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Our method can select good learning rate than other
methods because evolutionary programming generates
better and better solutions from parents through evol-
utionary adaptation. In two experiments our method is
superior to Eaton method. In the view point of train-
ing speed, the result of Exclusive OR 2bit problem
shows stable property lower TSSE for all methods. In
10-bit modulus problem Standard Method #2 and #3
become unstable according to increasing iteration.
But our method represents more stable feature.

It is hard problem to select learning rate for train-
ing neural network because the rate is changed to the
structures of neural network, the kind of sample pat-
terns, and application domains. Specially, the learning
rate of empirical selection can make neural network
unstable during training. By two tests, off-line algor-
ithm can provide better learning rate for each appli-

cable domain, and training fashion demonstrates
more stable than other methods.
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IV. Conclusion

A new method for off-line selection of learning rate
is proposed. Our method can select a better learning
rate than other methods because evolutionary pro-
gramming generates better and better solutions from
parents through evolutionary adaptation. Using Ex-
clusive OR 2-inputs and 10-bit modulus problem, we
simulated a neural network with 2-2-1 and 10-10-10
structure respectively. In terms of the training speed
and stability, the simulation result shows that our
selection method is superior to Eaton selection{2] and

empirical selection methods.
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