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Abstract

A recursive estimation for 1the enhancement of while noise contanunated specch is proposcd. This method 1s based on The

Kalman filter with lime-varying parametric moded for the clean speech signal. Then, hidden filter model are used to model

the clean speech sighal. An approximation improvement of 4-5 dB in SNR is achieved at 5 and 10 dB input SNR, respect-

ively.
1. Introduction

Hidden markov models (HMM) have been used to csti-
male the model of speech signals for speech enhincement
(1-2]. In HMM specch signals arc first blocked into
fixed-length frames. However, since the vocal tract and
cxcitation can change substanbally in a relatively short
time, the [raming often results in a poor lemperal resol-
ution for lasl varying speech sounds such as plosives or
diptongs. Ta represent the nonstationary nature of speech
waveform, we assume thal speech is the oulpul of a
time-varying system whose parameters depend on the
slates of the Markov chain. Hidden [ilter model (HFM)
is an uscful model with parametric lorm for the
nonstationarily of speech waveform |3]. HFM has been
proven successful in speech recognition application [4].

In this paper, we used lhe maximum likelihood
approach using the Baum re-estimalion algosithm to esti-
mate parameter of HFM from the clean speech signal.
Given the parameter of Lhe speech, we propose a recur-
sive eshimation based on the Kalman filler for specch
enhancement of white noise contaminaled speech. This
melhod does nol need to frame the speech in training and

enhancement procedure.
lI. The Hidden Filter Model for Speech Signal

The HFM is an autoregressive (AR) model wilh its
paramctcrs associated with markov chain stales. Consider
a first-order markov chain with {f-stalcs and a stales
transition matrix A=[a;1 4 F=1..,L. Thus, al time ¢,

the speech data conditioned on state ¢ is described by
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where B =[5;(1).... 5;(p)] is the vector of AR coefficients
on statc 7, Y —1)=[3{¢—1)...»{ — p)|” is the scquence
of the past p obscrvations, and the driving sequence ¢;(¢)
is zero mean Gaussian process with a variance cr,.’.

Starting from an initial model A, the objective funce-
lion with M multiple truining sequences is given by the
Baum re-estimation algorithm [4], as

= 1

M 1A
O, M)=£ E Z 7,:,"(2‘) [Ina,-,- +In \/2—-

"= no;

if=11=1

_ Mo -BIY (1) |
20}

2}

where ¥;;(t) is the a posterior probability of the transition
from statc 7 to state 7 given the observation sequence and
the model Ap.

We can obtain the model parameler A={A=1{¢g;;}, B=
{B;}. e={o]} i, 7=1,.,.L} by maximizing the objective
function {2) as described in [$]:
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. Recursive Estimation for Speech
Enhancement

I the speech s degruded by statislically independent
additive zero mean white Gaussian noise, we can con-
struct a state-space lonn with markov states s@#) €1{1,...,

L) at ime 4, as;

YO =0EYE-1Y+ Gels@)), (3}
2y =HT Y{) + w(D) )]
Br ” .

where (D(S(c‘])=l 1 5“‘6 ] G=10--0}, H=[10---0]",
and 2¢{#) 15 white Gaussian noise with variance a; and
assume that Y{(0), e(s{f)), and i) arc mutvally indepen-
denl.

Given the noisy speech Z (£} ={z{1}--- z (£}, the cstimate
Y(#) of clean speech ¥(£) is given by the conditional mean

Y= ELYD1Z00) = [ vorrtvorzanave. o)
By definition [6], the conditional density tunction of (5)

can be wrilten as
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Substituling {6} into {5). and interchanging integration

and summation, the estimate Y(£) is obtained by
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where 9,(:)=[ YOPVOIs()= 7. 2O dV(E) is the

=

conditional mean estimate of Y (2} given s(f) = /.

The estimate \;’lt) of (7} is a weighled sum ol the £
individual estimates \;,(l). The weighting lactor p(s(?) =
F1Z.(1)) is the probability that the individual estimators
are correcl ones for the given noisy speech 2(2).

Each estimate \.',-(f} is found from a modilicd Kalman

filter given by
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where Q(s(t)=f)= n§ 1 and R= ﬂi’ 1 are the covarance

matrix of excitation ¢(s{fNand noise w(f), respectively.
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The weighting lactar p{s2) = 7| Z{#)) becomes as, using
Z(fy=124), Z{(! — 1)} and Bayes rule;
- pesit)=7, ZU-1)p(si)=F1Z{ 1))
s@=slz@p=" : A
pley=s12n PENZE—T)
a2
This first teem of the numerator of (12) can be appro-

ximaled by

Q(z(t)ls(t)— LZU=1)=N[HT Osit)=7)
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where N[ ... | denotes a normal distribution.
The sccond term of (he numerator of (12) is the
predicted probabilily given by,

I8
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Since the denominator term of (12) is independent ol 7, it
becomes a scale factor. Therefore, p(s{¢)= 71 Z(#)) is can
be efficiently calculated vsing the previous weighting fac-

Lor as
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where ¢ is a scale faclor delermined al time ¢ and
guarantecing that the sam of all the weighting factor is
cqual o one:

_él P = 17U =1,
=

With initial conditions p(s(0) = FIZ.©ON = 1/I. Y (© =0,
P0Y=0, for j=1,..,L. (9) is processcd first, followed
by {10-11), (8), {15, and then (7). The enhanced speech
signal _{:(!) ts cqual to the first component v () of the
estimated Y (). However, the last component ol the
eslimaled \"(l + p--1) at time {4 p—1 will give a bhetter
estimale ol the speech signal at the t-th instant. Thus we
delay the computation of \.((l) until the ¢+ p—1) th
imstant. The cnhanced speech signal al the £-1h instand is

finally oblained as

HO =10 0IY DO+ p—1). (16)
{001l

[V. Experimental Results

The proposed enhancement approach was examined in
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Table 1. SNR{dB) Performance of the proposed method

Input SNR (] 5 t0 15 20
without delay 5.94 .09 13 1718  21.14
general(HIMM) | 7.25 1027 1368 17.58  21.69
with delay 731 1078 1427 1817  22.19
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Figure 1. Speech signals: (a)clean speech, (b) noisy speech(5dB) (c)
enhanced speech without delay, {d)enhanced spcech with
delay

enhancing speech signals which have been degraded by
statistically independent additive white Gaussian noise at
signal-to-noise ratio {SNR) vatucs of ¢, 5, 10, 15. 20 dB.
Training was performed using 8 sentences of clean specch
by two male speaker. Enhancement tests were performed
on 2 sentences of test sentences spoken by a different one
speaker. In experiment, speech is sampled at 12kHz, the
order of each AR process is 12 and the number of slates
of HFM is 5, respectively. Table 1. shows performance of
proposed method with a delay and without a dclay. By
the proposed method, an approximate improvement of 4
dB in SNR is achieved at various input SNR. Also,
results for the method with delay show an additional 1.1
dB and 0.4 dB improvement over lhe method withoul
delay and conventional HMM]|I], respectively. in Fig. L,
we show a noisy speech signal processed by the proposed
mcthod under SNR value of 5 dB.

V. Conclusion

We proposed a new approach for enhancing the speech
signal which have been degraded by statisticalty indepen-
dent additive white Gaussian noise. Given the trained
HFM from clean speech, the recursive estimation based
on the Kalman filter is developed. This approach is
comprised of a fixed set of estimators operating in paraliel

with cach individual estimator weighted by the probabilitics
that its own arc correct oncs for the given noisy speech.
The noise model and HFM used in here is simple model.
Presently, we are studying about recursive estimation with
the mixlure HFM for speech enhancement under the

colored noise.

References

I. Y. Ephrasim, D. Malah, and B-H. Juang, “On the appli-
cation of hidden markov models for enhancing noisy
speech,” 1EEE Trans. Acoust., Speech. Signal Processing, vol.
ASSP-37, pp. 1846-1856, Dee. 1989,

2. Y. Ephraim, “A Rayesian estimation approach for speech
enhancement using hidden markov model,” JEEE Frans. Sig-
nal Processing, vol. SP-41, pp. 725-735, Apr. 1992.

3. H. Sheikhzadch, H. and L. Deng, “Wavelorm-based speech
recognition using hidden filler models: Parameter sclection
and sensitivily to power normalization,” JEEE Trans. Spevch
und Audieo Processing, vol. 2, pp. 80-89, Jun_ 1994

4. A. B. Poritz, “Hidden markov models:A guided tour,” in
Proc. ICASSP, pp. 7-13, 1988,

5. K. Y. Lee and K. Shirai, “Recursive estimation for speech
enhancement using the hidden filter model,” Proc. Acoust.
Soc. Jpn Spring Mceling'95, pp. 63-64, 1995,

6 K. Y. Lee, ef al,, “Robust recursive cstimation for lincar
systems wilh non-Gaussian stale and measuremenl noise,” in
Proc. {CASSP, pp. 111-500-503, 1994,

AYeong Tae Kang

Yeong Tae Kang received the B.
S., M.S. degrees in Electronics [n-
gincering from Changwon National
University, Kyeongnam, Korca, in

1990, 1996, respectively. His interests

are statisticaf signal processing, speech
enhancement and digital communj-

cation.

AKi Yong Lee

Ki Yong Lee received the B.S. de-
gree in 1983 from ScongSil Univer-
sity, Scoul. Korea, and the M.S. and
Ph.D. dcgrees in 1985 and 1991, re-

- speclively, from Seoul National Uni-
“. versity, all in Electronics Engineer-
ing. During [994-1995 he was a

KOSEF Postdoctoral Fellow at Wa-
seda University, Tokye, and at Signal Processing Group,



3¢

Edinburgh University, Edinburgh, Scotland. Also, he was
a JSPS short-term Postdoctoral Fellow in 1996. Since
1991 Dr. Lee has been an Assistant Professor at the De-
partment of Electronics Engincering at Changwon Nat-
ional University, Kycongnam, Korea. His inferests are in
the applicalion of cstimation theory and stalistics lo
problem solving in signal processing, specch enhancerment

and digital communicaiion.

The Journil of the Acoustical Society of Korea, Vol. 15, No. 3E {1996)



