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Estimation of the Expected Time in System of

Trip-Based Material Hondling Systems
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Abstract

We develop an analytical model to estimate the time a workpiece spends in both
input and output queves in trip-based material handling systems. The waiting fimes in
the input queues are approximated by M/G/1 queueing system and the waiting times
in the output queues are estimoted using the method discussed in Bozer, Cho, ond
Srinivasan [2). The analytical results are tested via simulation experiment. The result
indicates that the onalytical model estimates the expected waiting times in both the
input and output queves fairly occurately. Furthermore, we observe that a workpiece
spends more fime waiting for a processor than waiting for a device even if the processors
and the devices are equally ufilized. it is also noted that the expected waiting time
in the output queve with fewer faster devices is shorter than that obtained with multiple

slower devices.

1. INTRODUCTION material handling system, and s control system,
Among manufacturing systemns, one of the

A manufacturing system consists of three most challenging system in terms of analysis is
principal components: machines or stations, a the job shop and its variations. In particular,
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batch-type metalworking manufacturing opera-
tions represent approximately 40% of total
manufacturing employment, as noted by Mer-
chant [10]. The author also reports that the
average workpiece in a batch-type metal
cutting shop spends only about 5% of its time
on machine tools, Farthesmore, of the time the
matetial is loaded on a machine tool, less than
30% is actual processing time, Fot the
remaining 95% of the time, the workpiece is

either moving or waiting,

The time a wotkpiece spends in manufactur-
ing system consists of four components.
waiting time to be processed, ptocessing time,
waiting time to be picked up by a handling
device, and traveling time, Suppose, early in
the design phase, a designer develops a layout
for the stations, determines the flow volume
and patterns (or device paths) between these
stations, and selects the type of marterial
handling system to be used and the appropriate
equipment parameters {such as travel speed and
load pick-up/deposit times). If such parameters
are known, both processing time and traveling
time are straightforward to compute. However,
waiting times to be processed and to be picked
up by a handling device are nor straightforward
to obtain, Furthermore, it is not known which
waiting time, that in the input queue or that
in the output gueue, contributeés significantly
toward the time in system, In addition, these
waiting times depend on the type of material

handling system employed.

Among many different types of material
handling systems, we will focus on a trip-based
material handling system which consists of one
ot more self-powered “devices” that are
capable of opetating independently in an
asynchronous fashion, There are many examples
of trip-baséd handling systems. Unit loéd-
automated guided vehicles(AGVs), storage/re-
trieval(S/R) machines in microload automated
storage/retrieval systcms(AS,n’RS), lift trucks,
numerous manual handling systems, industrial
robots, and cranes are good examples of such
systems, In general, trip-based handling sys-

tems provide flexibility in the movement path,

In trip-based handling systems, each move
request in the system is served by one of the
devices. In otder to serve a move request, 2
device has to perform a ttip, Bach trip is
composed of empty travel followed by loaded
travel, The former accounts for the time it
takes for the empty device to travel from its
current location to the station which contains
the move request while the latter represents
the time it takes the loaded device to deliver
the loads to its destination. The load travel
time zlso includes the load bandling time which
consists of a pick-up and deposit operation.
On each trip the device typically handles only

one load (which represents one move request),

Consider 'a trip-based material handling
system in which devices are used for moving

material between stations, (For convenience,
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we will use a pick and drop AGV system as
an example, although the model we develop
can be applied to any trip-based handling
system.) Such a system is depicted in Figure
1, where inputjoutput(IfO} stations are
represented by stations 1 and 2, and processor
stations are denoted by stations 3 and 4. There
is an input queue and an output queue for
cach station including the IfO stations, We
assume that all the input and output queues
have infinite capacity, That is, devices and
processors never get blocked. We also assume
that there is no significant interaction among
the devices, That is, there are no major delays

due to congestion at intersections andfor at

processor and IfO stations.

Jobs from outside the system enter through

one of the I/O stations and-when all the
operations have been completed-they exit
thtough one of the 1O starions. Incoming jobs
arrive at the output queue of an 1O station
while outgoing jobs are deposited ar the input
queue of zn IfO station where they are
instantly removed from the system. Thar is, no

processing takes place at the IfO stations.

The oldest job in the output queue of the
1fO station is picked by a device and delivered
to the input queue of its destination. A device
traveling with a job is termed 2 loaded device.
When a loaded device arrives at the input
queue of a station, it unloads that job and

becomes empty to serve ancther job in the

system, If none of the jobs is ready to be
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Figure 1. A typical trip-based handling system.



moved, the device becomes and remains idle at
the current station, Otherwise, if the next job
to be moved is located at, say, station i, the
device must first travel without a job, which
is termed empty device travel If thete ate
several jobs ready to be moved, the device
must select one of them according to the
Modified First-Come-First-Served{MOD FCFS)
rule proposed by Srinivasan, Bozer, and Cho
[13]. When the empty device atrives at station
i, it picks up the job from outpur queue i and
delivers it te its destination, and becomes

empty again,

Note that, at certain times, there may be one
or mote idle devices in the system (which
implies that there are no jobs awaiting to be
picked up). When a job eventually attives and
finds two or more devices idle, it will select
{or “call”) one of the devices which has been

idle for the longest time petiod,

A processor station represents either one
machine, or group of machines (a cell), or a
department, Jobs to be processed are removed
from the corresponding input queue in FCF3
order: later, when processing is complete, they
are placed in the corresponding output queue

without delay.
2. LITERATURE REVIEW

Cho [3] presents an approximate analytical

model to estimate throughput capacity and

expected waiting rimes for move requests for

an automated guided wehicle systems with
single wvehicle, To develop a model, they
assume that the empty wvehicle is dispatched
according to the First-Come-First-Served tule,
which is simple. However, the performance of
this dispatching rule is not as efficient as Oth‘cr‘

known dispatching rules.

Srinivasan, Bozer, and Cho [13] present a
general-purpose analytical model to estimate
the expected device utilization and the expected
station cycle times of a trip-based material
handling system. This model is the frist
analytical model to explicitly consider an empty
device dispatching tule, namely, the MOD
FCFS rule which is also employed in this paper.
In the MOD FCFS rule, an arriving loaded
device first inspects the output queue of the
current station. If one or more jobs are waiting,
the device is allowed to pick up the one in
the front of the queue regardless of its “ages”
compared to move requests at other stations.
If the output queue of the current station is
empty, however, the device serves the oldest
move request as the FCFS rule. Therefore, the
performance of the MOD FCFS is better than
that of the FCFS.

Bozer, Cho, and Srinivasan [2] present an
approximate analytical model to estimate the
expected waiting times for move requests in
the output queues that occur in single-device,

trip-based handling systems. They assume that
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an empty device is dispatched according to the
MOD FCFS rule, which performs nearly as
good as the Shortest-Travel-Time-First{STTF)
rule which is known as one of the best empty
device dispatching rules in literature, They
show that the single device waiting time model
works well as long as the processing time is

exponential,

Egbelu and Tanchoco [6] compare a wide
set of empty vehicle dispatching rules. In doing
so, they define two cases which arise due to
the pature of multiple vehicle system: a work
center initiated task assignment problem(that
is, a job atriving at the output queue selects
an idle vehicle) and a vehicle initiated task
assignment problem(that is, an empty vehicle
selects a waiting job). With infinite output
quene capacity, they observe that there are
virtually no performance differences among
work center initiated task assignment rules and
that, among the tested vehicle initiated task
assignment rules, a simplified version of FCFS

rules maximizes throughput,

- In a similar empirical study, Russell and
Tanchoco [12] simulate a four machine job
shop served by a single vehicle. They compare
four vehicle dispatching rules: output queue
with latgest number of move requests served
first, service in random order, FCFS, and
STTF. They observe that while the maximum
output queue lengths are affected by the vehicle

dispatching rules, the throughput capacity (i

e., vehicle utilization) and the mean time a job
spends in the system are not affected by the
dispatching rules. Although the fitst observa-
tion seems reasonable, the second observation
contradicts the results presented by Egbelu [5]
and Egbelu and Tanchoco [6], which empiri-
cally show that the throughput capacity de-

pends on the vehicle dispatching rule,

Hodgson, King, and Monteith [7] develop
a heuvristic empty vehicle dispatching rule for
a single vehicle system, This dispatching rule,
labelled “rule”, is based on certain characteris-
tics they observed in an analytical model that
was developed for very simple systems (where
the maximum number of stations is equal to
four and the buffer space for each output queue
is limited to one). The “rule” developed by
Hodgson et al. is extended by King, Hodgson,
and Monteith [8] to a system with two
vehicles. For the two vehicle case, it is assumed
that there is no Interaction between the
vehicles, Although both “rule™s are truly
dynamic in the sense that the destination of
the empty vehicle is reevaluated at every station
it passes, three scaling factors are required for
reevaluation. (Each scaling factor is determined
subjectively.} In both studies, the performance
of “rule” is tested against the Vehicle-Looks-
For-Work (VLFW) rule, which is equivalent
to the STTF rule, The authors empirically
observe that “rule” provides shorter mean

output queve lengths.
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3. Time in System

In this section, we develop an expression to
find TS, the expected time a job spends in the
system from its arrival at the output queue of
an [/O station to its departure from the system.,
(Recall that once a job is delivered to the tnput
queue of an IfO station, it is assumed to leave
the system instantly,) Let TS; denote the
expected time in system for a job entering
through IfO station i, i=1,-*N, where N is
the number of I/ stations, Then TS is

represented as follows:

5= _%'_.TS,‘ Pla job enters system through
"™ 4O station i }
il,-TS,-
= S (1)
&Y
where Ay is the arrival rate of jobs at the

output queue of [fO station i,

Time in system consists of four components:
waiting time in the input gueue of a processor,
processing time on a processor, waiting time
in the output queue of either an IfO or a
processor station, and traveling time while
being transpotted by the device. Therefore, TS
is given by!

TS, =

1

M
S NV, (W1 +PR,+WO,+TR,)

k=N+1

+ WO,+TR, (2}

where NV, = expected number of times that
a job entering through I/O
station i visits processor sta-
tion k,
WI, = expected waiting time in the
input queue of processor sta-
tion k,
PR, = expected processing time on
processor k,
WO, = expected waiting time in the
output queve of station k,
TR, = expected loaded travel time
out of stadon k,
M = number of stations, including

the IfO stations,

While the first term on the right hand side
represents the time associated with processors,
the last two terms represent the time associated
with the IfO station through which a job enters

the system.

In order to find the value of WI,, k=
N+1,-++ M, we assume that the arrival process
of loaded devices to processor station k is
Poisson. Hence, Wl is obtained from an
M/G/1 queueing system. The expected process-
ing time is directly obtained from the input
data, The walue of WQy is obtained as
discussed in Bozer et al. [2]. Lastly, TRy is
obtained by Dipy Th, where Py is  the
probability that ; job picked up by the device
at station % neceds to be delivered to station !

and 7y is the mean loaded trave! time from
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station % to station {. Note that while PRy and
TRy ate given by input data, WI; and WO,
should be estimated. Therefore, possible
sources of error in estimating the expected time

in system are the first and third components.

To evaluate TS|, we next find the value of
NV, k=N+1,-M, as follows:

NV, = X

jErand i

where NVy=1 and NVy = 0, j¥Fi and
7€Q, where £ is a set of I/O stations and v
is a set of processor stations, Therefore,
substituting the four components and NVp,,
k=N + 1,--»M, into equation (1), we obtain

the expected time in system.

In order to obtain WOy, in Bozer et al. [2],
they assumed that there is a single device which
serves all the move requests. One possible way
to extend the single device model to multiple
devices is to use a “single faster device.” That
is, in order to model a system with K devices,
we assume that there is a single device which
travels K times faster. Using 2 proportionally
faster single server assumption to rteptesent
multiple servers has been used earlier by
Dukhovayy [4] who studied urban transporta-
tion systems. Brumelle [1], Newell [11], and
Kolierstrom [9] also used the same approach
to approximate the behavior of the G/Gfec

queueing system,

The single faster device is modeled simply
by dividing all the mean loaded travel time
from station i to station j, (including pick up
time from output queue 1 and deposit time at
input queue i), and mean empty travel time
from station i to station § by k. We realize
that this approach is not likely to vield
satisfactory results for expected waiting times,
However, as discussed in Srinivasan et al. {13],
such an approximation yields reasonably accu-
rate results for steady state device statistics and

cycle times,
4, NUMERICAL RESULTS

4.1 Experimental Framework

There different layouts, labeled L1, L2, and
L3, are considered for the experiment. For all
three layouts, it is assumed that the device
travels at a speed of 15 distance units per
minute {except for L3 where it travels at 30
distance units per minute) and that the pickup
or deposit time is equal to 1/3 minutes, While
devices are allowed to move in only one
direction in L1 and L3, devices in 12 are
allowed to move in both directions. Both
loaded and empty travel times are compured
by assuming that the device always follows the
shortest path. (The travel time from the input
queue to the output queue of a station is

assumed to be negligible.)

The first layout, namely, L1, consists of

seven stations where stations 1 and 2 are the
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IfO stations. Note that no jobs are received
thtough station 2, The mean interarrival time
of jobs received through stations 1 is 30
minutes, In L2, the mean interarrival times of
jobs received through stations 1, 2, and 4 are
49, 98, and 14.7 minutes, In L3, the mean
interarrival dmes of jobs received through
stations 1, 2, 3, 4, and 5 are 5, 10, 15, 20, 25
minutes, Layouts for L1, L2, and L3 are
presented in Cho [3]. Tables 1-6 in Cho [3]
also represent the routing matrix and the

distance matrix for L1, L2, and L3, respective-

ly.

For each problem, we examined three travel
time disttibutions and two processing time

distributions. The device travel time distribu-

Table 1. Mean processing time at the
processor stations.

Layout and
throughput
level L1 L2 L3
Station
NO. )

1 0.0 2.0 [HL1]

2 00 0.0 [HEs]

3 24.010 0.0 00

4 35.934 0.0 0.0

5 278 4339 0.0

6 32.103 4101 8.556

7 107.010 7.796 9.035

B 4.549 7.787

9 3.924 8.8
10 5.582 5.817
1 5.425 4.463
12 6.695
13 5.866
14 4434
15 6015
16 ) 9.629
17 6.01%
] T.043
9 5.383
20 6.737

tions considered are detetministic, uniform with
a coefficient of variation equal to 0.4, and
exponential. The processing time distributions
considered ate ¢xponential and uniform with 2
CV equal to 04, For all three problems, the
mean processing time at each processor station
(shown in Table 1) is set equal to that value-
which vields an expected processor station
utilization of 0.75. Also, the mean processing
time that yields an expected station utilization
of 0.9 can be obtained from @ = A [,

In order to obtain steady state statistics, we
first make a single simulation run starting with
an empty system and devices idling at the [JO
stations, For “warm-up” purposes, approptiate
statistics ate cleared after 5,000 loaded trips
per device are performed. After this warm-up
period, ten observations (ie, replications) on
each measure of performance ate recorded.
Each ohservation is based on 5,000 leaded trips

per device.

4.2 Experimental Results

Due to the direct relationship between the
expected queue length {level of WIP) and the
expected waiting time, we can discuss the WIP

in terms of expected waiting times.

To estimate the expected waiting time in an
input queue, we assume, as mentioned eatlier,

that loaded devices (i.e., jobs) artive according

‘to a Poisson process, That is, we use an M/Gf]

queuneing system, Figure 2 depicts the simulated

and estimated weighted expected waiting times
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in all the input queues with various combina-
tions of distributions, This Figure shows that
the M/G/1 apptoximation works quite well
although it slightly overestimates the weighted
expected waiting time in all the input queues.
It also shows that the weighted expected
waiting time in the input queune does not
depend on the number of devices or the travel
time distributions, That is, the weighted
expected waiting time depends significantly on
the type of the processing distribution, (Similar
observations are made for prohlems where the
expected processor utilization is set equal to

0.9)

To estimate the expected waiting time in an
output queue with multiple devices, we assume
that the expected waiting time is the same
regardless of the number of devices. That 1,
we use the single (faster) device meodel,
discussed in Srinivasan et al. [13], to obtain
the expected waiting time in multiple device

system,

Table 2 shows the time in system under
different processor utilizations obtained from
the simulation experiment and the analytical
model, (Note that only difference in estimating
the expected time in system for a single
{faster) device and multiple (slower) devices
is the time spent on the devices.) The results
show thar the difference berween the estimated
and simulated time in system is less than 10%

in most problems,

.
L |
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1 2 3 4 5 B
w) L1 with 1 device.
W Single faster device simulaten
W MGt

.
i
-
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>

PR | 2 3 4 L) L)

’ b) L2 with 5 devices.

W Single faslor device simulatm

B Wultipln davica simulatien

W WG

20

§
a
»

1 2 3 4 5 L]
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B Mullipls device simulatian
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2) Deterministic travel gnd uniform processing time,

3} Uniform travel and exponenial processing lime,

4} Uniftem ravel amd uniform processing time.

3} Exg ial ravel and exp i ing, Lime
&) Exponential ravel and yriform processing dme.

Figure 2. Weighted expected waiting time in all
the input gueues with various
combinations of disiributions
{Processor utilization=0.75}



Table 2. (Contd.) Expected time in system
under MOD FCFS obtained from the
simulation model and the analytical
model{Processor util.=0.9).

Table 2. Expected time in system under MOD
FCFS obtained from the simulation
model and the analytical model{Pro-
cessor util.=0.75).

Simuation Analytical model Simulation Analylical model

1 device single taster 1 device single faster 1 device single faster 1 device single fagler
Deter/Expon” | 471.45435.83" 49491 {5.0%) Deter/Expon® | 1254364 208 95° 128480 (11.2%) .
Deter/Unifc | 3169912643 353,15 (11.4%) Deterfunify TB4.454 136,68 BB4E1 NETH}
UnifiExpon | 472894 3368 : 49502 (48%) UnitofExpon | 125623+ 208 %5 139582 [11.1%)]
Unifoinife | 1180312669 Same as left 35407 (11.3%) Same 2 e UnifLinike 765,60+ 135.36 Same 3 ki 88552 [15.6%) sane 2
Expon/Expon | 480.13436.52 50061 {4.3%) ExponfExpon | 126354121006 140060 {10.8%)
ExponfUnifo 132588 £27.08 35087 {10.1%) ExponiUnifo ST E138.08 BO0.31 {14.9%) .

{1} A/B: A is the travel time distribution and B is the processing time

distribution.

(3 5% configence imerval,

{1) AfB: A is the travel time distribution and B is the processing time

distribution.

[2) 95% confidence interval,

a) L1 with 1 device. a) LY with 1 devace.
Simulation Analytical model Simulation Analyfical model
5 devices | single faster | 5 devices | single faster § tevices single faster § devices single faster
DeterfExpen T2B6+244 | GB.TCL5ET | 7107 (-25%) | 64.88 {-1.2%) Deter/Expon T34 | 160.1041372 | 18333 { 24%) | 7715 [ 48%)
DatarfUnifo 53261203 | 45.M135) | 5338 0.3%) | 4721 [ 41%) DeterfUnify 115724885 | 105851588 | 11368 [ 34%) | M350 [7.2%)
Unifo/Expon TeBALZ4 | BALZESEE | 7198 (:23%) | 6500 (-1.5%) UnifolExpon 17192641338 | I6B3LI36T | 1638 [ 23%] | 177.25 [ 44%)
UnifadUnife 5340420t | 45681350 | 5350 { 0.2%) | 47.22 ( 36%) UnifodUnife 11572+ 090 | W06I0E9E3 | 11978 ( 3.5%) | 19361 { 6.9%)
ExponfExpon | 73484248 | 67324606 | V1.7 {-24%) | 65.35 [-26%) ExponExpon | 1800341364 | WTLI4LT3T4 | 18388 { 22%) | 17781 38%)
Expon{Unifg 4061223 | 4T0BLAF0 ) SA05 (0.0%) | 4787 [ 17%) Exponiinito 1164241002 | 107.02210.06 | 12033 { 34%} | 11416 [ S.6%}
bl L2 with 5 devices. bj L2 with 5 devices.
Simutation Bnalytical modat Simulakan Anahytical model
8 devices | single faster | 8 devices | single faster B devices single faster | @ devices single Taster
Deter/Expon | 114134558 | 7791785 | 11011 (-35%) [103.10 { 5.4%) Defer/xpon { 3MTF4LH32 | 721614282 | 719 (:33%) | 300.18 (10.3%)
DeterfUnife 8118119 | 68.151483 7 TO.07 (-28%) | 72.06 { 57%) DetariUnike 1934311861 | 1880343142 | 19545  1.0%) | 18343 [121%)
UnifofExpon | 114084801 | 97884788 1 11047 (-3.4%) [103.15 { 5.3%) Unifo/Expon STRTENM | 20444287 | 30725 133%) | 300.24 (10.3%]
UnifadUnife 81261201 | 68401481 | 7913 [-26%) | 7212 { S4%) UnifoUnifg 1581878 | 1602043080 | 19551 ( 1.0%) | 18849 (12.1%}
ExponExpon | 1W.111610 | 08814788 | 11048 {-3.2%) | 103.46 { 4.7%) Expon/Expon | IT6L3TM | 2T26THA247 | W56 [32%) | 005 (10.1%}
ExponfLinifiy 1254190 | 964492 | To.Ad -2.2%) | T2A2 ( 4T%) Expontnifo 1EI544 1660 | 168.04131.36 | 19581 { 1.2%) [ 18880 10.7%) :
i L3 with § devices. ¢} L3 with § devices.
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Figure 3. Simulated expected waiting times in the output queues under MOD FCFS
with different number of devices.
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In Table 2, one may obsetve that the model
with multiple (slower) devices appears 1o work
better than the model with a single (faster)
device. However, this can be a misleading
observation, since the time in svstern is the
sum of four components described eatlier, As
discussed above, the MG/l approximation
slightly overestimates the expected waiting time
in the input quene, On the other hand, as
shown in Figure 3, the single (faster) device
model underestimates the expected waiting time
in the output queue, Therefore, summing up
these components, the model with mulsiple
(slower) devices appears to perform better

than the model with a single (faster) device,

Consider next the fraction of time a job
spends in each one of the four components
once it is released to the system. The results

obtained from the analytical model and the

Waiting vima

i 2 3 4 5 L]
2 L3 with 2 single faster device.

no

simulation experiment are shown in Table 3.
Recall that the expected processor utilizations
are set equal to 075 and the (simulated)
expected device utilizations obrained from these
problems vary between (.7 and 0.9 as shown
in Srinivasan et al. [13]. From Table 3 we
observe that a job spends most of its time in-
the input queues waiting for the processors,
For example, 2 job spends more than 80% of
its time in the system waiting for the
processors or being processed (except in L2
with 5 devices). That is, although the expected
utilizations of the processots and the devices
are comparable as shown above, the processors
are responsible for a significant portion of the
time 2 job spends in the systen. This
observation implies that, -as long as the
handling system satsfies the throughput require-
ment, in order to reduce the expected time in

system {and WIP), we have to improve only

Valzing time

b} L3 with B devices.

ial processing time,

W Processor vil=0.75
B Focesmr wil.=0.9

¢ travel and cxp
2) Detcrringetic travel and unjfom processing tme.
) Uniform trave! and exponential processing dme.
4) Uniform gavel and uniform processing time.

ja) processing fime.

P trve] andd exp n
&) Exponential travel and miform processing tme.

Figure 4. Simulated weighted expected waiting times in the output gueues under MOD FCFS

with different processor utilizations,
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Table 3. Breakdown of time in system under MOD FCFS.

Processor uel. =0.75

L L2 L3
Simulation Analytical mode! Simulation Analytical model Simulation Anatyticat model
Componerts 1‘ single T_ single 5 single 5 single 3 single B single
device | faster | device | faster | dewices | faster | devices | faster | devices | faster | devices | faster
Input queue 86.5% 68.2% 566% | B43% | SB2% | BAS% | 647% | BOTW | 671% . TLIN
Deer Processor 69% (Same as| 27% |Same as] 192% | 5%} 197% | 216% | 215% | 2B2% | 24% | 29%
‘ Quiput queue B8% | ok 64% | ekt 138% | 1% | W% 1A% | 7% | 4% | 32w | A%
Device 28% 27% 3% | 23% | 108% 1 24% | B8% | 10% | 7a% | 10%
inpul quese 829 554 07 | 52 | 457 | 87 | 511 | 578 | 842 | w5
) Processar %5 ng 3| M1 | %3 ) %7 | w2 | k9 | M2 | w2
4 . .
DeterfUnifo Oupl quese | 76 90 159 | 1B4 | 15 | 183 | 82 | 48 | 45 | 49
Device i 18 141 33 | w5 3 95 14 | 101 14
Input queue 6.3 =N %6 539 591 648 4.6 85 7.1 s
. Processor 09 27 182 214 187 N4 25 poA| 24 239
UnifoExpon Output queve | 7.1 64 B9 [ 124 | 103 | N3 | ra ]l a2 b a3 | s
Device 28 27 03 23 108 24 68 10 13 14
Input queue 528 553 87 519 455 516 5.2 I .2 59.4
UnifofUnifo Processor 83 , k1K) %2 Rk %.2 a1 302 8 A M2
Oulput quewe 78 92 161 1Ba | 1B7 | 155 81 5.1 45 50
Device - 41 38 141 33 e 33 85 14 | 10 14
input queve 855 6.4 %3 | 6t | 587 | 842 | 847 | 81 | 869 ¢ 714
Processor 235 25 90 | 20 | 195 | 24 | 25 | Mg | 23 | B8
ExponBXPON | ot queve | 83 75 | 7 pows | wr| oo o | w1 | so | a5 | as
Device 27 27 102 23 | 108 24 68 10 73 10
Input quaue 513 546 &5 | 510 | 452 | 50 | 512 | 571 | sS40 | s
. Processor 5 34 259 0o #.0 22 302 34 30 Ho
BrponlUnio | o out quewe | 95 04 67 | 158 | M6 | ®5 | 81 | 61 | 48 | 54
Device 40 Kk 139 32 | 43 32 ;85 14 | 101 14

{1} A/B: A is the fravel time distribution and B is the processing time distribution.

the processor stations, ie., reduce the process-

ing times, not the handling times.

The simulated weighted expected waiting
times in the output queues of L3 with different
processor utilizations are shown Figure 4 which
indicates that the expected waiting times in the
output queues are not sensitive to the mean
processor utilization, Similar observations are
made for L1 and L2. That is, the only
components affected by the reduced mean
processor utilizations are the first and second

components which correspond to the contents

of the input queues and the jobs on the

processors, respectively,

Form Table 3 we make another observation:
the expected time in system depends largely on
the processing time distribution, This is due to
the fact that the expected waiting time in an
input queue depends on the processing time
distribution, and the fraction of time a job
spends in the input queues is larger than the
time it spends elsewhere in the system. Recall
that, while the expected times being processed

or moved is determined directly form the input



data, the expected times in both the nput and
output queues are estimated analytically or via
simulation, The results 1n Table 3 indicate that
the analytical model estimates the expected
waiting time levels in both the input and

output queues relatively accurately.
5. CONCLUSIONS

We develop an anaiytical model to estimarte
the time a workpiece spends in both input and
output queues, The analytical results are tested
via simulation experiment. The result indicates
that the analytical model estimates the expected
WIP levels in both the inpur and outpur queues

relatively accurately.

We observed two interesting phenomena in
our study: 1) a job spends more time waiting
for a processor than waiting for a device even
if the processors and the devices are equally
utilized and 2) the expected waiting time in
an output queue with fewer (faster) devices is
shorter than that obtained with multiple
{slower) devices, The first observation implies
that, as long as the handling system satisfies
the throughput tequirement, in order to reduce
the expected time in system (and the WIP),
we have to improve only the processor system,
Le.

reduce the processing times, not the

L

handling times,

The second observation implies that, if

possible, we would purchase faster but fewer

devices to reduce time spent m the output
queues as well as time spent for transportation,
Furthermore, a fewer number of devices would
generally tesult in less blocking and congestion
delays, Obviously, the final decision must be
made on the basis of cost and safety considera-

tions.
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