Non-Parametric Texture Extraction using Neural Network
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Abstract

in this paper, a method using a neural network was applied for the purpose of utilizing spatial features, The
adopted model of neural network the three-lavered architecture, and the training algorithm is the back propagation
algorithm, Co-occurrence matrix which is generated from original imge was used for input pattern to the neural net-
work in order to tolerate variations of pattefns like rotation or displacement. Co-occurrence matrix is explained in
appendix. To evaluate this method, classification was executed with this method and texture features method over
the city area and sand area, which cannot be sepaiated with the conventional method mentioned aboved. In the
results of this method and texture features proposed by Haralick, the method using texture features was separation
rate of 67%-89%. On the contrary. the method using neural network proposed in this reserach was stable and high

separation rate of 80%-98%.

[ . Introduction landcover classification. Most of the resuits of

these sensers are not so high as expected when

With the Jaunch of the second generation high conventional supervised maximum likelihood

resolution sensors like LANDSAT TM and SPOT
HRV, many kinds of researches have been done
to certificate the capability of these sensors for
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classifier" using only spectral informaton is applied.
One of the solutions of this problem is to use
additional information, and among the additional
informations, spatial features like textures are
considered as useful,

In this paper, a method using a neural network
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was applied (o1 the purpose of utidizing spatiai
features. The adopled model of neural network
has three layered architecture. and the training
algorithm is the back-propagation algorithm, Co
nccurrence matnix which s generated from origmnal
image was used for input pattern to the neural
network in order to toleraie variations of patterns
tike rotation or displacement. Co-occurrence matrix
15 explained i appendix,

To evaluate this method, classification was
executed with this method and texture features
methéd over the city area and sand area of SPOT
HRYV panchromatic image data, which cannot be
separated with the conventional method mentioned
above,

. A Ciassification Method using Neural
Network

2.1 Configuration of Neural Network and Training
Algorithm

The neural network model used in this study is
a feed-forward multi-layered network. Training
method adopted is the back-propagation algorithm®’,
That is, the network is composed of three layer
which are an input layer, a hidden layer and an
output layer, Each layer has multiple neurons
which are completely connected with the neurons
of neighboring layer, When a pattern is inputed

to the input layer of the network. the outpat
value is computed by the forward pass which
computes the activity levels in the previous
layer. Traimng s performed by modifving the
strengh of cach connection{weight, thresholdt to
minimize the squares of the difference between
the actual and desired output wvalue, Fig. |
illustrates the multi-lavered network, and the
flow of input pattern and error propagation when
the network is trained by the back-propagation
algorithm. In the experiments, the numbers of
neurons of the input layer, the hidden layer and
the output layer were 1024(at the maximum), 4,

and 2, respectively.

2.2 Experimenis with Proposed Method

In order to evaluate proposed method described
above, SPOT HRYV panchromatic image data was
classified using the proposed method. The Sagarnu
river basin in Japan was selected for the target
area(Fig. 2) This area includes the test site data
which is already investigated and categorized mn
52 categories. Fig. 3 shows the test site data.

For the classification target categories, city
and sand were selected from the 52 categories,
because 1t is difficult to classify with conventional
pixel-wised maximum likelihood method using
only spectral information.

For the computing machine, NEC's neural net-
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Fig. 1 Configuration of Neural Network used in the Experiment
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work simulator board, named Personal Neuron
Comnputer  NEURO 07, was used. The main
processor of this board 1s special data flow tvpe
processor names IMPP. and the speed is abont
170,000 connections poer seond

Experiment of evaluation was executed by 3

steps as follows,

Fig. 3 Test Site Data

(1) Making of Input Patterns

For the input patterns, city area and sand area,
corresponding to that category of the test site
data, were extracted. Each pattern is composed
of 9 X 9 pixels, The extracted data were converted

10 co-occurrence matnx 15 256 X 256, since the

~1

HRV mage data has 256 gray levels, However,
neural network aimulator used in the experiment
has the himutation of nuember of newrons in each
Locorfmaximnm H20Y From this reason, the
SOU e w LT TOTiCE R HIN Wi compacted to 42
X 3216 X 16 and 8 X 8, respectively, That 1s,
the gray level of target image data which has 256
gray levels, was linearly canverted to 32 levels.

16 levels and B levels, respectively.

{2) Training of the Network

A part of input patterns, which have the 100%
and 80% occupation rate(the ratio of pixels with
concerned category and pixels in given area)} of
concerned category in that area, were considered
for tramning patterns. Since input patterns were
comnposed of 3 kinds of co occurrence matrix for
cach categorylcity area and sand area), trainng
patterns consisted 12 kinds pattern{{2 kinds of
categories}) X (2 kinds of occupation rate} X (3
kinds of co-occurrence matrix}), For each kind of
training patterns, 100 samples were used for
training patterns, Therefore. the total number of
training patterns was 1200.

Tramming was performed by the back propagation
method using these training patterns and teaching
patterns which are the desired output values of
network for the two kinds of categories, Training
was performed 1000 times on each kind of input
patterns and the time needed for tratning were
8, 17 and 15 minutes for 32 X 32, 16 X l6and 8 X
8 co-occurrence matrices, respectively.

Fig. 4 shows the convergence of error with the
number of times for training. In Fig. 4, x-coordinate
represents the number of ftraining times and
v-coordinate represents the number of error in
the neural network, In the case of 32 X 32 and 16
X 16 co-occurrence matrix, the error converged
after scveral tens of times of training, but in the
case of 8 X 8 co-occurrence matrix, the error
didn’t converge after 1000 times of trainings. This
result suggests that the classification of city area
and sand area is difficult with only § gray levels.
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Fig. 4 Convergence Error with the number of times for
trainig

(3) Classification

Classification test was executed using the pre-
pared input patterns except for training patterns,
The number of test patterns were about 8400
samples, In the case of § X 8 co-occurrence matrix,
classification test was not executed because the
error didn't converge, Table 3 shows the classifi-
cation accuracies obtained by the experiments,

. Comparison with Other Methods

3.1 Pixel-wised Maximum Liketihood Method

A pixel-wised maximum likelihood classification
was performed over the city area and sand area
of SPOT HRV panchromatic image data as a
comparison to a typical conventional method,
Table 1 shows the classification accuracy.
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Table 1. Classlfication Accuracles by Plxel-wise Maxi-
mum Like Likellhood Method

- T |
City area sand area ! average

71.9% : 65.2% 68.2%

3.2 Texture Features Method

In order to examine the proposed method using
a neural network, another classification method
were considered. Since the co-occurrence matrix
which was used for input pattern of neural network
has non-parametric characteristics, texture features
method, which has non-parametric characteristics,
was oonsidered. In this method, following 4 texture
features?, which had been calculated from the
co-occurrence matrix, were used.

1} Contrast

2} Inverse different moment

3) Angular second moment

4) Entropy

As a classifier, maximum likelihood classifier
was used. Table 2 shows the classification accura-
cies by this method.

V. Resuits

Form the table 1, 2 and 3, following results
were obtained,

(1) The classification accuracy of the training
patterns was 100% in the case of neural network
method regardless of the occupation rate(100% or
80% in city area and sand area), but it was about
63-99% in the case of texture features method.

(2) The classification accuracy was higher when
using 80% occupation rate training patterns in
hoth methods, It can be thought that this result
was caused by the wide immunity of target
patterns. It is not clear that the same result can
be obtained in the case of multi-categories only
from this experiment,

(3)In the case of texture features method, the
classification accuracy was higher with 32 X 32

co-occurrence matrix.
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Table 2. Classification Accuracies by Texture Features Method unit : %

L vecupation rate of concerned category 1a 9X9 region
L 100%% i 80%
E si1ze of co-occurrence matrix size of co-occurrence matrix
3 QUL UEALIvE 32 xiz . . Lty A 14, . h. >\ 5_’ - — lb x 16
ra.t.e_m city ! sand | UVE. l Clt\’ 4' ﬁand ! avg r city I sand—!—avg 1 city I sand ! avg.
[ training patrn | 55.4 1!___9_2.8 i 89.1 +| 98.9 | 63.5 | 81.2 | 9444'36_2_ 9%0.3 | %.6 | 62.6 | 79.6
91%~100% | 61.6 1 90.9 | 76.3 | 77.8 | 60.3 | B9.1 | 88.1 | 828 | 5.5 \ 330 61.1 | 74.6
81% - %% .6 818 | 75.2 | 85,2 186 | 6.9 | 25 71.2*5 818 | 881 | 50.7 | 69.4
N% 8% | 656 | sz | 749 | 849 | si7  eox | w3 | 747 | 840 | 873 | 575 | 724
61%~70% | 64.8 | 86.3 | 75.6 T 836 | 586 | 711 | 927 17771852 1 875 1 601 | 738
51%~60% | 63.7 | 912 | 77.5 | 82.2 | 7.8 | 75.0 1 0.0 {758 | 82.9 | 87.4 | 667 | 77.1

Table 3. Classification Accuracies by Texture Features Method unit : %

(}CLU.pd[IO]‘l rale of (.oncerned category in 9Xg region
100% ] 0% |
|M snze of co- occurre:c_e matnx_ ! size of_t-::_)toccurrence r;latrix
occupation | x| 16X16 x| 6x16 |
rate .-ca;(-;f sand ‘ avg, aty !sand avg. city | sand | avg. | city | sand .avg,
[ training patrn | 100 | 100 ¢ 100 | 100 ¢ 100 | 100 | 100 | 100 [ 100 [ 100 | 100 | 100
91%~100% | 98.9 | 96.3 | 97.6 | 9.3 | 08.2 +| 98.8 | 98.0 | 95.9 | 67.0 | 99.7 | 96.5 | 98.1
819 -90% | w46 : 83.9 1 89.3 mc';_{é f 86. %___r_msi’i.z 9.0 | 97.9 980 | 96.1 | 945 | 95.3
71% - 80% 1930 | 818 87.4 } 925 ¢ 9.8 9.2 | 97.2 | 97.2 | 97.2 | 94.6 | 98.6 | 96.6
[ 6% ~70% | 865 791 |8 } 883 | 705 | 79.4 | 03.0 | 98.9 1 960 [ 803 | 903 | 043
1%~60°% | 84.2 | 89.4 | 868 | 874 | 711 | 703 | 920 | 100 | 96.0 | 572 | 100 | 936
{4} In the case of texture features method, the it is remarkable that the classification is stable

classification accuracy changed according to the
size of co-occurrence matrix or the occupation
rate. On the contrary, in the case of neural
network method, obtained classification accuracies
were very stable, Futhermore, in the ¢ase of texture
features method, the classification accuracies of
~99%, however,
the case of neural network method, the classifi-

training patterns were 63% in
cation of accuracies of training patterns were
100%

(5) Generally speaking, neural network method
showed more stable and higher classification
accuracy than texture features method. Especially.

even if the target patterns are slightly different
from training patterns,

(6) With the conventional pixel-wised maximum
likelihood method, obtained average classification
accuracy was 68%. However, with the neural
network method, high classification accuracy of
48% was obtained for the target patterns having
91-100% occupation rate, regardless of the training
patterns and size of co-occurrence matrices, This
result strongly suggests the robustness of neural

network method.
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V. Conctusion

in thes paper, 4 method using a neural network
was proposed Lo utilize spatial information of image
data. In order to evaluale the proposed methed,
SPOT HRV image data was classified by this
method and texture features method.

Through the experiments, the obtained classifi-
cation accuracy was higher using neural network
mejthod than using texture features method. Also,
the classification accuracy was stable and high
for this method compared with the conventional
pixel-wised maximum likelihood method,

Appendix

Co-occurrence matrix i1s defined as follows, The
co-occurrence matrix is the square matrix obtained
by calculating from digital image, that is, each
element of i-th column and j-th row represents
the probability of occurrence that gray levels of
pixels are different(one is i and the other is j),
and the displacement of pixels 1s {r, 8). Fig. 5
shows the displacement between pixels, and Fig.
6 shows the example of co-occurrence matrix.
Co-occurrence matrix has statistical characeristics

f texture, independant on rotation or movement
of image.

(mz, nz)
gray level j

r=max( m-m |, inp-ni})

(1, ) 8
gray level i \

Fig. 5 displacement (r, 8)

0] 0 1 ij
0] 0|1 1
0{2| 22
2121313
{a} given image
- —J
0123 0123
0 210 0 02
112400 110420
211061 212222
il3 012 il3 02
(b) (r,8)=(1,0") {c) (r,9)=(1,90")
= —j
0123 0123
0213 0 FOOQ
F 11210 1{1220
213102 21024
il3 020 il3 010
(e) (r,0)=(1,135") (d) (r,)=(1,45")

Fig. 6 Example of Co-occurrence matrix
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