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Abstract

In this paper, we address the issues related to storage and retrieval of continuous media

(CM)data we face in designing multimedia on-demand (MOD) storage servers. To support the
two orthogonal factors of MOD server design. i.e.. storage and retrieval of CM data, this
paper discusses the techniques of disk layout. disk striping and real-time disk scheduling.
which are integrated as a combined solution to the high-performance MOD storage subsystem.
The proposed clustered striping technique enables either a multiple-disk or a parallel system
to guarantee a continuous retrieval of CM data at the bandwidth required to support user
playback rate by avoiding the formation of I/O bottlenecks.

I . Introduction

As the recent improvement in pro-
cessor,communication and the other system
resources continues, the performance of

storage subsystem becomes increasingly impor-
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tant. Previous studies have focused on how to

1]

improve 1/O system throughput . however

multimedia applications such as movie

on-demand. news on-demand. home shopping,
banking. and education. and so on. require
the design of high-performance storage server

that can handle real-time demands. A major

challenge when designing multimedia
on-demand (MOD) system 1is to support
timeliness and synchronized retrieval of

continuous media (CM) such as video frames



and audio samples. CM service requires
massive volumes of data. hence it requires
high bandwidth. For example,.
rates are from 8.0 kbps to 1.4 Mbps and the

data rates for uncompressed NTSC video is

audio data

about 45 Mbps. As an alternative, we may use
compression techniques depending on appli-
cation semantics.

To support these Kkinds of CM sessions
concurrently, we might need
bandwidths

real-time disk

aggregate
of multiple disks and efficient
scheduling techniques. We
restrict ourselves to the support provided at
the MOD server. with special emphasis on
three critical issues: disk layout. disk striping
and real-time disk scheduling. This is to find
a solution to the MOD service requirement in
the design of MOD storage subsystem. the
major subproblems relating to disk and buffer
designing strategies have to be solved. Hence.
the MOD storage server must organize CM
data on disk so as to guarantee that their
recording and retrieval proceed at real-time
rates.

Technical feasibility for MOD application
support has been introduced in 231 The disk

: : ]
issue has been discussed in o

layout
Those studies pointed out that conventional
tayouts are not adequate for MOD services
because they were designed to support only

text files with small sizes and do not focus on

realtime vretrieval of data. Disk striping
technique to improve 1/O bandwidth was
discussed in  '*"' Several real-time disk

scheduling algorithms were introduced and

17 As the major components of

assessed in
MOD storage subsystem, disk striping and
real-time disk scheduling issues including disk
handled in '

individually or by partial combinations. As an
111

layout  schemes are

continuing work of . our study covers both

real-time storage and real-time vetrieval
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issues of MOD system and is different from
the previous ones in that it takes an
integrated approach and this comprehensive
work is presented using experimental results.

The rest of this paper is organized as
follows In section 2. we have discussed
preliminary considerations for the performance
-critical factors such as disk layout schemes,
disk striping and disk scheduling to get an
of MOD

system. The clustered striping which exploits

intuition for the design service
the parallelism is proposed in section 3. The
results of performance evaluation are shown
with a

in section 4. Section 5 concludes

summary and a plan for further study.

0. Preliminary Considerations

To get an intuition for the design of MOD
service system. identification of the significant
factors in the end-to-end performance and to
provide a valid experimental frame. we have
studied the following storage subsystem issues

in advance.

1. Disk Layout Schemes
Disk space and disk

time(esp, seek time) depend on data block

utilization access
lavout scheme on disk. If we call strands as a
series of sequentially recorded video frames or

Bl a MOD storage server

audio samples
stores and retrieves media strands by data
blocks on disk. At this time. the issue how to
distribute storage pattern is important in
guaranteeing continuity requirement. In this
regard, we attempt to derive the condition for
from the two factors,
block size(M) and inter-block gap(G). The

factors should be arranged so that retrieval

continuous retrieval

time of a media block from disk should not
exceed the playback time of the media block.
three

There are schemes that can be
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considered. First, random allocation simply
divides and allocates a video file by data
block to disks.
implement and is flexible to write
desired data blocks. is hard to
guarantee the continuity requirement because
the of

constrained  allocation

16,151

So this scheme is easy to
read or
However, it

of increased delay time at time

retrieval.  Second.
allocates requested

data blocks out of feasible data block sets.

scheme studied in
This scheme can keep the disk access time

within continuous playback requirements by

reducing the switching overhead and by
constraining inter-block gap of successive
blocks of the strand. However. it requires

some technigques like merging to utilize the
disk

contiguous

space more efficiently. Finally,

allocation scheme can also
guarantee the real-time playback requirements
of CM of fast

However this scheme suffers the overhead for

because its access time.
disk reorganization to delete or add the data
blocks and in addition. entails fragmentation
Our

allocation scheme for the MOD storage server

problem. experiments use contiguous
model, because our target application requires
read-only long-run queries and does not suffer

from the problems of this scheme.

2. Disk Striping Techniques
Disk

interleaving.

as

disk

173

striping, also  known
was originally proposed in
with the goal of I/O bandwidth improvement.
This scheme distributes the consecutive logical
data blocks among the disks of striped group
in a round-robin fashion. hence provides load
We

consider disk striping as a critical CM data

balancing and data transfer parallelism.

distribution. thereby enhance the performance
of real-time retrieval.

1) Independent Disk Approach
This approach accesses data without disk
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read of video files on disks.

striping. scheme relies on sequential
This approach
suffers little head repositioning overhead, i.e..
seek time and rotational latency are required
only at the initial stage, and this overhead is
almost negligible compared to transfer time.

That is.

Total retrieval time = (S + Rlmw + N * T (1)

R
latency. N the number of clients, Tf transfer
the
required to service the requestec video file.

Whereas  this

retrieval  time

where S represents seek time. rotational

time and max means maximum time

scheme provides short
multiple
(disk

resulting

when supporting

clients. biased data-reference patterns

skew) may create "hot spots”. in
starvation of the next client that attempts to
access same data. If a disk bandwidth is
thig
scheme cannot support continuous retrieval of
CM data.

2) Conventional Disk Striping

This the

retrieval approach in the view of user. At this

lower than the required playback rate.

technique  means sequential

moment.

Total retrieval time = N * ((S + Rlmx + T (2)

and the disk access pattern by this technique

is shown in figure 1.

Disk S0 Ro Tfo
i
S R IR
i+l
S: R i)
i+2
g 1. 3 P vl das el
Fig. 1. Disk access pattern of sequential
retrieval.
The first case. sequential retrieval. can
avoid the starvation of the next user on the
same object. but disk bandwidth and
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because of the
disk head

sitioning. When the system switches from one

utilization may decrease

increased overhead for repo-
disk to another. the next disk drive incurs
head repositioning overhead and hence cause
the loss of bandwidth.

pipelined

The second case.
avoid the

starvation problem. but the total bandwidth is

retrieval. can also

the same as the independent disk approach.

3. Real-Time Disk Scheduling

While the preceeding two major issues, disk
layout and disk striping. were associated with
blocks on disks. disk
scheduling algorithms are concerned with how
to read the stored data block from disks.
Hence the disk

closely tied up with data storing techniques.

how to store data

scheduling algorithms are

In this regard. there may exist some optimal
disk scheduling algorithms paired with disk

layout and disk striping techniques.

1) Traditional Disk Scheduling Algo-
rithms
We have surveyed the following non-

real-time disk scheduling algorithms: FCFS
(First Come First Served). SSTF (Shortest
Seek Time First). SCAN. C-SCAN (Circular
SCAN). Traditional seek optimization algori-
thms such as SSTF or SCAN improve disk-
arm utilization by serving requests close to
C-SCAN

algorithm works in the same way as SCAN

the current arm position. The
except that it always scans in one direction.
In these algorithms., the service queue of
incoming queries is ordered by the requests’
relative positions on the disk.

However, such algorithms might not be
suitable for real-time MOD applications such
on-demand, on-demand.

as  movie news

shopping. and so on because they do not
account for timing constraints or deadlines in

their scheduling decision. This induction can

(1568

also be observed by the experimental results
from '#10!

2) Real-Time Disk Scheduling Algorithms

Our real-time disk scheduling policies focus
on minimizing the number of requests that
miss their deadlines Any requests that have
missed their deadlines would not be serviced.
We have implemented three algorithms after
considering the performance results from '°'.
EDF (Earliest Deadline First) schedules a
deadline. The

assumed that

earliest
1111

request with the
original EDF algorithm
tasks were preemptible with zero preemption
disks are not

cost. However. current

preemptible 'BOEDR gives each real-time
request a deadline and serves requests in that
order.

FD-SCAN (Feasible SCAN)

algorithm is based on SCAN algorithm, but
f

Deadline

introduced the notion of deadline feasibility
1 At the point of scheduling decision. all
requests are checked to determine which has
deadline. The track

request with the earliest

the earlist feasible
location of the
feasible deadline is used to determine the
scan direction.

SSEDV  (Shortest Seek and

Deadline by Value) algorithm was introduced

Earliest,

in'”" The basic idea behind this is to give
the disk I/O
deadline a high priority. but if a request with

request with the earliest
a larger deadline is very close to the current
arm position. then it may be assigned the

high priority.

II. Clustered Striping

This technique enables either a mu-

ltiple-disk or a parallel system to guarantee a
of an object at the

continuous retrieval

bandwidth required to support user playback
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rate because it avoids the formation of

bottlenecks by striping an object across the

clusters,

1. Protocol and Algorithm

To the
following terms :
@®object (V) - a media type that should be

presented continuously such as

describe protocol we use the

movie file,

@ subobject (Vi) - a contiguous portion of the

object multiplexed into
multiple disks. We assume
that the size of each
subobject is the same.
@cluster (C) - a group or subgroup of
striped disks.
@ datablock - in a cluster. a subobject is
declusterd into several data

blocks,
@ degree of declustering (M) - the number of
disks in a striped group,

24
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1) Each disk
Tswitch(C).
Each disk starts fetching requested data
block with Tblock(Vi),

Once a datablock of each disk is read into
the synchronized
of datablock

workstation.

repositions its head within

2)

3)

memory, start trans-

mission into subscribers’

4) Each disk performs datablock fetching and

transmisssion concurrently.

In the protocol, upon activation of the disk
drives in a cluster, each disk drive performs
the first two steps and repeats all steps until
all the subobjects of object (V) are played
back. Let Bask denote a disk bandwidth and
Botay bandwidth
continuous playback. Also let Tewiten(C) denote

denote a required for
the worst case delay time within cluster C to
reposition each disk head. which is the sum of
the
rotational delay of each disk. Let Trwk(Vi) be

the time required to fetch a daa block into

maximum seek time and maximum

main memory buffer.

To show that total running time for this

protocol can be completed within linear order

of time., we express this protocol in

[ Algorithm: Clustered Striping ]

@stride (k) - the distance (i.e..number of
disk drives) between the first
data block of subobject (Vi)
and the first of subobject
(Vi-1).
begin
for i := 1 to Nc. in parallel

if (Busyii) '= 1)
then for j :=1 to Nd. in paralle!

begin /* both head repositioning & datablock fetching concurrently */

strip(i)(j).head :

stripli){j). mbuffer_block :

else

enqueue the request

0 to (Nc-1)

0 to (Nd-1)

strip{il(j).ibuffer_block

end

end

end

for i :
for j

[ Protocol: Clustered Striping ]

(1369)

strip(i)(j).track:

stripii)(j].datablock:

/* datablock transmission from MM buffer to IS */

c= stripli)(j}.mbuffer_block:
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algorithmic convention. In this algorithm. it
that CM data be

striped disks in a round-robin fashion within

requires retrieved from

each cluster and placed into the main memory
buffer (mbuffer_block).
ferred to the client’s workstation through the

Then they are trans—

buffers of intermediate server(ibuffer block) at

the real-time rate.

2. Data Retrieval Time

ik
I —
TRl
b Total retrieval time = (S + Rimax © Tfmax  (3)
W2oR2 = 50 - R2 ~ TH0

I 2. 4 A4 e
Fig 2. Concurrent retrieval pattern.

N1 That is.

Tt

This technique can utilize the aggregate
bandwidth of at least [ Bpu / Bawxl disk
drives to support the continuous playback of
which larger bandwidth
than the given disk bandwidth. As Figure 3

shows, this technique greatly reduced the loss

an object, requires

of disk bandwidth by continuous data transfer

from disk clusters to memory buffer. Note
that to bring this benefit., this approach
requires  larger  buffer capacity  whose

minimum buffer requirement is defined as:

Bdisk * (Ts\‘:i:ch + Tt'otch) (4)
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Fig. 3. Continuous data transfer from disk

clusters.

where Baisk represents bandwidth of a single
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disk, Tswitch the maximum duration of the

first step of protocol. Tewwn Is the time

required to read a sector into memeory.

IV. Performance Evaluation

1. Simulation Parameter Settings

To implement our simulation system, we
used SMPL  which is an event-oriented
simulation language. To gather statistics,
200.000 queries are generated for each

experiment and each result is calculated with
95%

is assumed to be Poisson with rate 4. where

confidence interval. The arrival process
A varies from 22 to 40 to represent different
For

of

workloads. workload control. we varied
slack
[10.30]

time

the number incoming clients and
times are selected uniformly within
which

real-time systems

lagging in

and other parameter

tolerable
fo-:1)

ms is

values are from Sun Micro DSCSI disk model.

The formulae used for deadline setting is as
follows:

Deadline Arrival_time + Average access

time(n) + Slack time (5)

where an access time for a request is
expressed by

Average access time(n)= seek(n) + rota-

tional delay + transfer time (6}

where n is track distance, rotational latency
[0.16.71.
constant as 1.25 ms/frame because we assume
that disk bandwidth is 5 MB/sec and each

video frame size is 6.25 KB/frame.

is uniform in transfer time is

2. Performance Results
And all the results are presented in Figure
4.1 through 4.6. disk

striping technique itself is already shown in
41

The effectiveness of

. and so we do not discuss this point in this
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paper further. Figure 4.1 and Figure 4.2 show

the effectiveness of EDF algorithm under

clustered striping. As figures show. real-time

performance is greatly improved especially

when the traffic load is not heavy. For

example. when the number of concurrent user

is 100. approximately 100% of performance

gain is possible.

£
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20 40 60 80 100 150 200
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a2 4.1, dukdel ~xalgstedAe] EDF A%
Fig. 4.1. EDF Performance under Conven-
tional Striping.
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38 4.2. F 48 £E2]gstd 48 EDF A%
Fig. 4.2. EDF Performance under Clustered
Striping.

Real-Time Miss
Ratio(%)
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¥ ot User
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i

Fig. 4.3. Performance of Each Algorithm
under Conventional Striping.
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Fig. 4.4. Performance of Each Algorithm
under Clustered Striping.

Disk
Utitization{%)

Fig. 4.5. Disk Utilization under Conven-
tional Striping(%), DS=50.

Disk
Utilization(%)

20 40 60 80 100 150 200
# ot User
a8 46 exE sEegseld taz o) 4g
(%)
Fig. 4.6. Disk Utilization under Clustered
Striping(%), DS=50 & M=5.

The next two figures., Figure 4.3 and Figure
4.4. show the performance of each algorithm
under clustered striping and EDF performs
best in most situations because it imbues
deadline concept most. As the traffic loads are
increased, the effectiveness of clustered
striping is decreased because of queueing
delay. However. if we increase the number of

disks in the experimental frame. more than



P davjcle] A AHulade AAZG AR B AM A R

50. this degenerated effect can be overcome. systems 22,  North~Holland, 1991,
The last two figures, Figure 4.5 and Figure pp.155-162.

4.6, show the disk utilization ratio. For (4] CheolSu Lim and SungChun Kim,

example, more than 100 wusers, the disk ‘Efficient  Storage  Subsystem  Con-
e - , figuration  for  Video = On-Demand

utilization under clustered striping becomes 3 ) )

) ] Server , Int'l conference on Distributed
approximately double. Hence this means Multimedia Systems and Applications.
better real-time performance if the other August 15-17 1994, Honolulu, Hawaii,
conditions are the same. pp.22-96.

[5] P.V. Rangan and H. M. Vin. "Designing
V  Conclusion File Systems for Digital Video and
Audio”,  Proc. of the 13th ACM
Through this work, we have motivated the Symposium on Operating System
significance of real-time storage and retrieval Principles  (SOSP "91).vol.25.  no.5,
techniques for continuous media data and Oct. 1991 pp.69-79.
X ) f6] PV. Rangan and H.M.Vin. "Efficient
presented the effectiveness of our combined ] . i o
) . ) Storage Techniques for Digital
solution for MOD system. This on-going work Continuous Multimedia”. I|EEE Trans.
can also be extended to in a number of on Knowledge and Data Engincering.
directions for future research. First. we will August 1993
elaborate the MOD storage subsystem to [7] K. Salem and H. Garcia-Molina. “Disk
accommodate VCR-like features such as Striping”. Fourth Int’l conference on
rewind. fast-forward, pause. and so on, which Data Engineering. 1986. pp. 336-342.
requires variable playback bandwidth. Second, 181 M.J. Carey and Jauhari. "Priority in
we will analyze how the buffering capacity of DBM‘? Resource Scheduling”, Proc. of
MOD server affects the performance of ] the 15th VLDB Conf., 1389,

. . . ) [9] sS. Chen and J.A. Stankovic,
scheduling algorithms. Finally, this can also ” ) .

o Performance Evaluation of Two new
be extended to the study of distributed disk scheduling algorithms for Real-
buffering scheme to guarantee end-to-end Time systems’. Real-Time System
performance of MOD services on Wide Area Journal, Sep. 1991.

Networks. [10] R. Abbott and H. Garcia-Molina,
“Scheduling I/O requests with deadlines
References A Performance evaluation”. Proc. of
the 11th IEEE Real-Time Systems
[11 D.A. Patterson. G. Cibson and R.H. Symp.. Dec. 1990. pp 113-124.

Katz. “A Case for Redundant Arrays of [11] 8. chen and Don Towsley., “Scheduling

Inexpensive Disks (RAID)”. ACM Customers in a Non-Removal Realtime

SIGMOD Conference. 198%. pp. 109-116. System with an Application to Disk
[2] N.G. Davis and JR. Nicol, “A scheduling”.  COINS  Tech.  Reports.

technological perspective on Multimedia 92-58, Univ of Massachusetts. 1992.

computing”, Computer Comm., 14(5). [12] 8. Berson. R. Muntz, S. Ghand-

1991, pp. 260-272. eharizadeh, Xiangyu Ju, “Staggered
[31 W.D. Sincoskie. "System Architecture Striping in  Multimedia Information

for a large scale video on demand Systems”. ACM SIGMOD Conf., May

service”. Computer Networks and ISDN 1994, pp. 79-90.

(1372



19954 118 BFIEEHRNE £ 32 % BE £ 11 % 9

{131 A.L.N. Reddy and J.C. Wyllie. "I/O rage Subsystems’. Computer Journal.
Issues in a Multimedia System”, Mar 1994, pp. 30-36.
Computer Journai, March 1994, pp [15] P.V. Rangan, HM. Vin and S.
69-74. Ramanathan, “Designing an On-Demand
[14] G.R. Ganger. B.L. Worthington. R.Y. Multimedia  Service”. IEEE Comm.
Hou and Y.N. Patt, “Disk Arrays : Magazine, vol.30, no.7., July 1992, pp.
High-Performance, High-Reliability Sto- 56-65.
X R A — — e

M BOEER)

19814 3~198543 2% AJ-gqs}
oL AAHEAE &b 19853 6
Y~ 19869 7Y Hlo|F HuE
Al edya % 19869 9 ~
> 1988d 59 vl Indiana
A Univ, AAR}E 4a} 1988 64
~ 19949 8¥Y  (F)olAlehtshy  AlEIAlRY-
19914 9% ~ 19954 8¢ A7doista A 4bgs) wt
Ak 19949 89 ~ &} (F)AAZIEA 7)EA #

A}

(1373)



