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A Sensor Fusion Method
on Local Homing Robot Navigation Using
Omnidirectional Sensor-Based Model and Fuzzy Arithmetic
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1. Introduction

The main tasks of the indoor mobile robot navigation
are to find out the position of robot in the global map
and to know the geometric relations between the current
location and the target location. The appropriate modeling
of robot environment, the acquisition of sensor data
through a varety of sensors, and the inference of the
geometric relations using sensor data fusion are essential
to accomplish given tasks successfully. The model based
navigation which adopts a stereo vision or a range finder
for mobile robot navigation needs a lot of memory space
and processing time. It has proved to be a complex and
time-consuming task, even in a task domain where the
robot is given a 3D model of its environment[1][2]. In
general, it is difficult to extract sufficient 3D information
through sensors, so the model-based method is not
appropriate for the indoor mobile robot navigation. On
the other hand, the more
practical and efficient since it need not build a 3D model
of the environment[3]1[4]. However, in this approach, it is
quite difficult to compute the exact direction or distance
to the target location and this scheme is applicable only
to the spatially limited space. Jiawei Hong et al[5]
proposed an image-based local homing algorithm to
navigate between neighboring target locations. This
approach used an imaging system to project a full 360°
view of the world into a single image and then
condensed this view into a compact and one-dimensional
location signature. Hence, it may have less computation
time and memory size than the others. But this method
has the following disadvantages: First, it is impossible to
obtain the unique solution of the spatial relation since
this method uses only the one-dimensional data. Second,
the robot should move many times to reach the target

image-based homing is
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location because the obtained relation is imprecise. Fin-
ally, the rules cannot properly manipulate the uncertainty
of environment model.

Recently, various sensors are used to improve the
intelligence and to obtain more accurate spatial relation
for the robot[6][7]. Since more uncertainties generate as
the number of sensors increases, a sensor fusion method
is required to deal with uncertainties. The probabilistic
approach has dominated much of the work on the
representation and manipulation of uncertainties[8].
However, it is a difficult task to obtain the probability
density functions(p.d.f.) for a variety of environment[1]1[9
]. Even though we know the p.d.f.s, the calculation itself
is too complicate. Moreover, the subjective knowledge of
the expert cannot be represented[10].

In this paper, we propose a new environment modeling
method for local homing of the indoor mobile robot using
the omnidirectional sensor data obtained by an ultrasonic
sensor and a vision sensor. We also develop a sensor
fusion method that can deal with the uncertain sensor
data. The proposed method uses fuzzy numbers in order
to represent the subjective knowledge and manipulates
the operation of uncertain quantities using fuzzy
arithmetic. It has constraints such that the orientation of
the robot relative to the ground plane does not change
and the ground remains level. The experiment results
show the effectiveness of the proposed model and
method.

0. Omnidirectional Sensor—Based Local Homing
Method

In robotics, homing is to find a fixed target location
which is known to the robot. The robot is capable of
finding its way only to these fixed target locations but
not to any arbitrary environment.
Especially in local homing, the target location is close
enough to the current location of the robot[5]. If the
robot has the environment models of many target

locations in its
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locations i advance, 1t can reach the linal target location ground plane does not change and  the ground  reniins
vin the intermediate  targets. Therefore,  the  navigation level, the feature points that are scen in the horzontal
task s divided  into several  simple local  tasks  that plane at one location wil he i the horizon plane at
require  the ability 1o reach the nearest target  location. another location. We  can extract  one dimensional  in
Namelv, the goal of local homing i to rcach  an tensity data, 70 and range data, RO by omi
mtermediate  target  locauon rom the robot’s  current directional sampling. Fig. 3 shows the examples ol the
location. For this purmpose, the data of environment maodel intensity data measured at the current focation and the
<hould be compact and  should  he “easilv obtained. To target location. And Fig. 4 shows examples of the minge
construct this model, we make use of the onmidirectional data measared at the =ame Jocations of Fig. 5.
sensor dada obtained from a scanner. ‘
21 Geometrie Relation i |

The whole task can be deseribed as the iteration of o .
local homing. In each local task, i 15 assumed that the : e
orfentation of the robot relative to the ground does ot i N Hid .
change and that the ground remains same levell Fig, | tray “‘hi ﬁf‘“’
shows the geometrie relation of the current location, the 9“'” o
target location, and the feature point. The distance /7 and
the orientation ¢ o the current location {rom the target ; ! ;

location can be uniquely determined by the  following
cquation.

L= v /S o =2 rcos( b, 0))
et resin( 0,) — rosin( 0 ) w} Coad
o = tan rocos( 6,) rocost 6,) '

b A
where  »,, », are the distances to the feature point o oy Y
i iy ey
: ; : L ad g PR
from the target  locaton  and  the  current  location " W"/'Jl&mlu 1
. . . N RN g 2 OB . i
respectivelv, and 6, 0. arc the orientations of feature lw b e 8

point with respect to the target location and the current
location respectively.

Namielyv, it we know the values Cor0 00 0, 0.0, we

' YA
Fig. o Examples ol the mntensity data rom CCD

camera, (a0 Intensity data measured  at the

can ger the geometric relation between the two locations,
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cuarrent location, (i Intensity data measured
at the target location.
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Fig. 1. Geometrie relation of  the current location.
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the target location, and the feature pomnt. T : H Lo
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2.2 Ohtaining and Storage of Sensor Data A S oy
A CCD camera and an ultrasonic  sensor are widels N . )
used for the mobile robot navigation. The sensor data i S g
already  obtained by means of the scanner which can R
rotate with resolution of 0.1 degree. g, 2 shows the
structure of the scanner. S , ‘ b |
0 |
‘ i
. 1 -
; o ;!f‘
Ultrasonic — A | | I i‘;[ I
Nensot Rotatiron Axis e ‘} ‘ i ‘{}
W T ‘
L i i
4 -
CeN Camera ' “‘(
Iig. 2. Structure of the scanner. R T N R
The focal axis of camera 1 perpendicular to the hy R

rotation  axis  which is normal to the ground. The Fig, 1 Examples of the range data from ultrasonic

horizontal plane 1s defined ax the pline surface that s sensor, (a0 Range  data measured at the
parallel to the ground and that includes the focal axis. current location, th Range data measured at

Assuming that the ortentation of the robot relative 1o the the target location.
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2.3 Modeling the Rohot Environment
For a sensor-based local homing

modeling of the robot environment is
accomplish a given task successfully. In this paper, we
propose a new environment model for local homing of
the robot using the omnidirectional sensor data of an
ultrasonic sensor and a vision sensor. In general, since it
is difficult to elicit sufficient 3D information through
sensors because of the uncertainties, 3D modeling of
robot environment appropriate for the indoor
mobile robot navigation. Therefore, we model the
environment with a set of landmarks extracted from
omnidirectional sensor data. Since the image of indoor
environment is mainly composed of vertical and
horizontal line, we can use the vertical edges as
prominent landmark. A landmark, as called a feature
point, is easily obtained from the intensity data, X6)
through the following steps:

navigation, - a
essential  to

1S not

Step 1. Low-pass Filtering: We reduce the high
frequency noise.
Step 2. Scaling' To reduce the effect of luminescence

variation, we normalize the intensity data set
so that it has zero mean and unit standard

deviation.
Step 3. Edge Detection: Using the first order
denivative edge detection, we find edge

points.[13]

Constructing Feature Set,
L FL)

edge point obtained by Step 3 and x is the

number of feature.

F=\{F, -, F,
. F; 1s the feature point at the 7th

Step 4.

F.,and F,; are the ith feature point in the current

location and the jth feature point in the target location
respectively. F.; and F,; have the following attributes:

® ¢, . the measured orientation of ith feature.

e, : the measured range of ith feature.

® Jr, Il; ' the average value of intensities hetween
9, , and 8, 8, and 6, respectively.
o o . %Ié!,;: g the intensity gradient of ith
feature.
® ¢, . the angular width of orientation having the
same range at the ¢th feature.
® wm;: the angular distance to the /th feature

orientation from the center of wc;.

® sy, wsl, © the angular differences of 8,_, and 4,

8, and #,,, respectively.

Fig. 5 shows the relation of the attributes and the
feature points

We can represent the uncertainties of 4,,
attnbutes. The numbers denoted in Fig. 3 are the i j
values of feature points. And the parts denoted as + in
Fig. 3 and in Fig. 4 are the feature points.

r; with the
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Fig. 5. Relation of attributes and feature points.

2.4 Matching of Feature Points

The goal of the matching step is to find a set of
correspondences  between the feature points in the
omnidirectional sensor data obtained at the current
location and the target location. We can match F., in

the current location to F,; in the target location as
following steps:

Find a set of F,; satisfying

PO, — 0,1 <30, »; < 10m, i fixed,
and /7@ 1, -, n. Note that n is the number of
feature points in the target location. Since the
target location is close to the current location
and the maximum
ultrasonic  sensor 1s  10m, we
comparision feature points.

Find a set of F,,; in the set obtained from

Step 1.

range of the
restrict the

sensing

Step 2.

| g.; — g.,;1 < & where &

step 1 satisfving
is chosen properly.
Step 3. Find a set of r,, in the set obtained from step
2 satisfying [ Iroo = Iy, |+ Wl — 1,1 < &
where & 1s chosen properly.

Step 4. Select the F,, which has the minimum value
of 1 8,,
the set obtained from step 3 is not one.

Step 5. If 7, < 10m, we match F,.; to F,; ob
tained from step 4.

In the case of Fig. 3 and Fig. 4, the finally matched

feature points, F., and F,, are (Fg,Fa), (Fq, Fg),

(Fog. Fuy), and (F o5, Fys).

- @,, | if the number of element in

IMl. Fusion of Sensor Data
The main task of the sensor-based local homing is to
find out the distance [/ and
orientation @ hetween the current location and the target
8., 6,} is exact and
unique, we can uniquely determine the exact 7 and a hy
(2.1). know the exact values

geometric  relations,
location. If the set of {r. r,

However, we cannot
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because  the  sensory measurements  have  uneertainty,

Moreover, the number of  successtully matched (7, /)

pairs may be more than one. Therefore, all the variables

in 2 mast be replaced with their measured values as

Jilke €310,
/ T yo yoo 2 0 cosC i, [/
. [y, sin( (,,) yoooein( d )
44 an iy R
‘ yoocos( 0, 0) yoeos( )
(3.1
where » 0 .. 0 . and ¢, are the  measured
values ot » . . 0, and ¢, respectively

To acquire more precise geometric relation, we must

take  account  of - the  uncertainties in the  sensory
measurement. The probabilistic approach has  dominated
much of the work on the representation and manipulation
of uncertainties. However, 1t s a difficult task 1o obtain
the probability density functiontpad. 0) for a0 variety of
cnvironment. Though we know the padt.. the calculation
i~ complicated. But we  can describe  the  uncertainties
qualitatively by use of possibility which enables us o
subjective  knowledge of the oxpert. By

number,  we  can  deal  with  the

represent  the

introducing  fuzzy
depending  on the eoxpert’s  prelerence or
experience. Therefore, €510 can be

Lncertainties
RPN

rewritten by (320 as

Collows:
Py oy T 2 e cosC L 000
. ) yoosinC 0,00y
@.. = tan DR
) yocosC g0 )
IS
where », .0 7,0 0.0 and 0. are the AR
numbers  which represent the  values  of [ S

d o and o, respectively,

S0 Fuazzification
The tuzzification process must be caried  out helore

anyoattempt to fuse tuzzy datas Foro given uzn

pnumbers, ., . 600 and 0.0 membership o fun
cuons can have the different shapes depending on the
attributes of feature points, £ and FL. For the sake
of computational efficiency and case ol data sequisition,
we represent the uncertainties of the measured  data by
A tnangular t

use of o mangular fuzzy number. fhzzy

number  me denoted by (we, o, b)Y is defined as Tollows:
I = vm—tia, i m-u < | = m
m (- I — m—¢tlib, ff m o t 2 m-b (3.3)
1, otherwise
where e is the center and positive numbers ¢ and b

arc the left and right spread ol m respectively,

We o should determine the magnitudes of e ml and
ih—wm' 1 proportion to the uncertainties of the measured
data. So for a given fuzzy number, » we o determine

the values  m, @, and b by lollowing rules:

Rule 1. m - r.

HIOH- Atsat - AlRBlIgst ==A1 M T A K1z 1995 9

Rule 2 v g =
Rule 506 ne 00 el i
Rale LoJe om0 6 - ud

similariyv, Tor a-given fuzzy number, 4. we determime

the values  we w0 and A by followimg rales:
Rule 1. o
\ | ] |

Rule 2. v n o=l = el , ,
s 105

Fig. 6 <shows the oxamples o fuzzvy numbers, o
o 0 and 2
14 . -
[Ipid
B ~
~ .
T r P
] U Cl
'-g ns
i i
£ oo ;
P
01\'» i
| f \ i
01,} :
b '
A !
) 0 10 1840 200 %0 Uk
cm
14,
! ~
110 7
s 0. 0.
= ! i
£y
S
5 }
Rl nas
=) |
g | |
£ e §
o
Vo |
I
i
,33,
N L e
o NiJ 11} [T 1’2o 140 bex) Q00
degree
Fig. 0. Fuzzey numbers, v, 5 0 g, and 7 Tor
the feature poims. £ and £, m g O

where 7 - 0 and I

A2 Mampulation of Fuzzy Number Operation
We can operate G020 using fazzy arithmetich T The

manipulation of fuzzy number operation can be processed

by means ol the extension principle of Zadehl12 . This

principle i one of the most hasic concepts of fuzzv <

theory which  can bhe used o generalize  orisp mia

thematical concepts to fuzzy sets. The extension principle

allows us o induce from » tuzzy sets A oa urey <ot B

on Y through 7 such that

sup mintz , (vii, - {4

O A Y

where 7 (v s the inverse image of v L) s the

greatest among the membership values

Aot o of the reglizarion of  y using s oruples
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(xy, =, x,).

It is not trivial to obtain a solution using (3.4) since a
nonlinear programming problem must  be resolved.
However, fortunately, there 1is efficient and simple
calculation based on the a-cut representation of fuzzy
numbers and interval analysis[11]. Fig. 7 is results from
the operation of fuzzy number in Fig. 6.

R e
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"0 50 m 150 200 2% 300
cm

Fig. 7 Results from the operation of fuzzy number
in Fig. 6.

3.3 Detuzzification

It is important to recover crisp data from the output
fuzzy numbers. The fuzzy number is defuzzified to a
crisp value within the universe of discourse of the
output. With the widely used center of area(COA)
strategy, we can directly compute the crisp value. The
COAs,

are given by

;; and a;, of the fuzzy numbers, /;; and a;,

e (U

’gl(a,)k- o (Lar )y
D s (@)

a;; =

FA—

i

Sy
(35)

where p, g are the numbers of quantization levels of the

distance, / and the azimuth, « respectively. The de-

fuzzified values /;; and @,, from /,; and a,; in Fig. 6
are 60 cm and 246° respectively.

3.4 Fusion of Defuzzified Values

Since a feature matching generates an output pair
l,,, a,; we should fuse the output fairs obtained from
each feature matching using a proper scheme. In this
paper, the weighted average method is introduced to
fusion. We can infer the degree of reliability of the
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output pair /;;, a;; using the attributes of the feature
and the characteristics of the sensors. The final solutions

are obtained by the following equations:

;\Km.;) ’ Kﬁm,/) Ny ;}‘Kr(z.r) . KU(L}) Y
fhd, )

T SR K, T T SR, K
”'" e (3.6)
where (7, /) is the index pair of F., and F,, matched
successfully.
Note that the weights of (3.6) are determined as
follows:
K,'

-l for r.; + r,; 2 K,/
Yoot 7 (3.7)

{ K;{:.;) =
1 ,for ro, + v, < K,/

K)(l./) =
18, = 001 + Ky

Kuin = "'7'}\7 " —- , for 18, ;051 <K

[ o (3.8)
Ky, w = 1 for 16,;, — 6,;1 > K,/
where K, 1s determined by the precision of an

ultrasonic  sensor, K, is the boundary value that
increases the error in calculating (2.1), and K, is the
factor deciding the magnitude of Ky, j .

(37) means that /;; and a,, have the lower
reliabilities as 7.; + r,; increases because of the noise
effect to the sensor. And (3.8) means that
G|

6,; 1, the better the matching

l;; and a;,
have the higher reliabilities as 0., — increases
because the more |8.; —

feature point can represent the geometric relation.

IV. Experimental Results

To show the usefulness of the proposed environment
model and fuston algorithm, a simple experiment is
carried out. At first, we obtain the omnidirectional
intensity and range data at the interval of 0.5° and 1°
respectively at the target
location by means of the scanner equipped with a CCD
camera and an ultrasonic sensor. The height of the
horizontal plane is 1.2m. The intensity value of each
horizontal direction is the average of intensity values
lying vertically within the range of 3° in the center of
the horizontal plane. The geometric relation between the
current location and the target location is / = 67cm and
@ = 244° | Fig. 8 is the photograph of the scanner. Fig.
9 is the panoramic image obtained at the target location
and the current location. The intensity data of the middle
horizontal line in Fig. 9 are represented in Fig. 3. The
index pairs of finally matched feature points, F ., and
F,., are (6, 4), (9, 8), (23, 23), and (25, 25). Table 1
shows the resulls obtained {rom each matched point in
three cases of using measured values, fuzzy singletons,
and fuzzy sets. And the final solutions are obtained by
= 300 cm, K, = 207,

and K, = 40" . From the results, we can verify that in

location and the current

(3.6) in each case, where K,

the case of using fuzzy number the final solutions have
the less errors than
values. It can also he seen that the final solutions have
the less errors in the case of using fuzzy set than in

those obtained from measured
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that case of using [uzzy singleton.

Table
point.

Case of using
the measured

~ T
Case of using !
the fuzzy

1. Results obtained from cach matched feature

Case of using
the [uzzy set

HIOt - Ats8t - AAESSt

2 199%. 9
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[ndex pair ~ value singleton ;
c . o T H ° - i
4, L, L, ! \ /,, |
i B a;; | o,
(error) {error) s {error) | N
. " Clerror) 1T ; lerror)
unitiem Luniticm
58 U50 65
Bl (5 ‘
(118 Fig. & Photograph of the scanner.
-79)
58 o2nd
(8) | (07 - omnidirectional sensor data. And we have developed a
I onme | = | . .
e (113) } (“(),‘;),,) ‘ (‘1’9) i sensor fusion method that can deal with the sensor data
s e i o0 { ! . . . ,y~
Final = oag o | Tyre e including uncertainty. The proposed method uses fuzzy
1ne : 24¢ 2 246 ) . L.
solution (D) (3 3 (2 (-1 numbers i order to represent the subjective knowledge
' o o S and  manipulates  the operation  of uncertain quantities
V. Conclusion using  fuzzy  arnthmetic. As vou  observed  in o the

We have proposed a new environment model for local experiment results, the proposed model and method are

for the indoor mobile robot the

homing

o -
4+
o
Q
N
& 8
Loe
= ‘
2 .
g
Noab
5 BY
oA

using

effective to the indoor mobile robot navigation.

Orientation(degree)

Orientation(degree)

Fig. 9. Panoramic image, (a) Image obtained at the target location, (b) Image obtained at the current location.



Journal of Control, Automation and Systems Engineering, Vol. 1, No. 1,

Reference

[1] C. Fennema, A. Hanson, E. Riseman, ]. R. Beveridge,
and R. Kumar, “Model-Directed Mobile Robot Na-
vigation,” JEEE Trans. System, Man, and Cy-
bernetics, vol. 20, no. 6, pp. 13521369, Nov./Dec.
1990.

[2] N. Ayache and O. D. Faugeras, “Maintaining Re-
presentations of the Environment of a Mobile Robot,”
IEEE Trans. Robotics and Automation, vol. b, no. 6,
pp. 804-819, Dec. 1989.

[3] G. Adiv, “Determining Three-Dimensional Motion and
Structure from Optical Flow Generated by Several
Moving Objects,” IEEE Trans. Pattern Anal. Mach
Intell., vol. 7, no. 4, pp. 384-401, July 1985.

[4] J. Y. Zheng and S. Tsuji, "Pancramic representations
of scenes for route understanding”, Proc. Tenth Int.
Conf  Pattern Recognition. TEEE Computer Soc.
Press. pp. 161-167, 1990.

[5] J. Hong, X. Tan, B. Pinette, R. Weiss, and E. M.
Riseman, “Image-based Homing,” Proc. IEEE Conf
Intelligent Kobots and Systems, pp. 620-625, 1991.

[6] C. Ferrell, “Many Sensors, One Robot,” Proc IEEE
Conf. Intelligent Robots and Systems, pp. 399-406,
July 1993.

oA

19643 49 1994, 1983 A &oist
W FIE ArEety £, 1991
W gadtylad A7l 2@ AR
gt} (a3 AAh. dAl F o
o A7) B AxFEn Al A
83,

Septernber, 1995 49

[71 M. Abdulghafour, T. Chandra, and M. A. Abidi,
“Data Fusion Through Fuzzy lLogic Applied to
Feature Extraction From Multi-Sensory Images,”
Proc. IEEE Conf Intelligent Kobots and Systems,
pp. 359-366, 1993

[8] H. F. Durrant-Whyte, Integration, Coordination, and
Control of Multi-Sensor Robot System, Kluwer
Academic Pub., Boston, 1987.

[9] C. R. Smith, “A Bayesian approach to multisensor
data fusion,” Proc SPIE, vol. 1699, pp. 285-299,
1992.

{10l W. J. Kim, J. H Ko and M. ]J. Chung, “Uncertain
robot environment modelling using fuzzy numbers,”
Fuzzy sets and systems, 61, pp. 53-62, 1994,

[11] A. Kaufuman and M. M. Gupta, Introduction to
Fuzzy Arithmetic, Van Nostrand Reinhold, New
York, 1985.

[12]1 L. A. Zadeh, “The concept of a linguistic variable
and its application to approximate reasoning-I",
Information Science 8, pp. 199-249, 1975.

[131 W. K. Pratt, Digital Imuge Processing, Second
Edition, Wiley -Interscience, New York, pp. 497-517,
1991.

S I
19506 19 3194 1973 Agohetn Faois d7lee
o 2] 19774 w2 Az st ECE £4. 19839 &
gistel CICE 2928 b, 1976 =hgaetdara
Srel 198171983 mlA)7E ek CRIM 3eal 19839
~ B dwnEresd W) @ HApEsta} ale



