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A Real-Time Implementation of Isolated Word
Recognition System Based on a
Hardware-Efficient Viterbi Scorer
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Abstract

Hidden Markov Model {HMM)-based algorithms have been used successfully in many speech recognition
systems, especially large vocabulary systems. Although general purpose processors can be employed for the systern,
they inevitably suffer from the computational complexity and enormous data. Therefore, it is essential for real-time
speech recognition to develop specialized hardware to accelerate the recognition steps.

This paper concerns with a real-time implementation of an isolated word recognition system based on HMM, The
speech recognition system consists of a host computer (PC), a DSP board, and a prototype Viterbi scoring board.
The DSP board extracts feature vectors of speech signal. The Viterbi scoring hoard has been implemented using
three field-programmable gate array chips. It employs a hardware-efficient Viterbi scoring architecture and performs
the Viterbi algorithm for HMM -based speech recognition. At the clock rate of 10 MHz, the system can update
about 100,000 states within a single frame of 10 ans.
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1. introduction

The hedden Markos Dodel VHMM - Dased alguor
ithm has been successfullv applied fo sperch rer
ognition since the hidden Markov modeling method
provides a robust modeling capability of speech
signal and still maintains high recogmtion accu-
racy. An solated word recognition system using
HMM consists of two phases : training phase and
scoring{recognition} phase. The tratning phase
estimates the HMM parameters and results in a
distinct HMM for each word of the vocabulary
by using training set of ohservations. The scoring
phase consists of computing the probability of
generating the test word with each word model,
and choosing a word model that gives the highest
probability as the recognized word, The Viterbi
algorithm {1] is usually employed in this phase.
which is an efficient technique to find the best
matching word by comparing received utterance
with models in memory.

In order to process the HMM-based algorithm
n real-time, we need to design a VLSI architecture
which 15 dedicated to the Vitertn algorithm
employed in the scoring phase, Yet only a few
VLSI architectures have been reported 2. 3. 1].
One approach 1s to recognize that the Viterty
algorithm is a kind of dynamic programming (DP)
problem and to design architectures that can
solve a class of general DP problems [4. 5.
Although they are flexible in their use and appli-
cable to a wide range of DP problems, they inevi-
tably suffer from inefficiency in hardware utihization
when applied to the Viterbt scortng procedure
used in speech recognition, due to the following
properties of HMM :

1. Most states are locally connected to only
three or fewer preceding states,

2. The transitions between states exhibit quite
irregular structures,

3. The amount of data required during the

processing is huge,

Property | states that the state transition matrix
becomes banded and upper-triangular. and that
the hardware utihzation an the archiectnres
anljmuzed for gencerai DP problems in which the
stare Eranaition mdtrices e vui'y deise ui conlpiele
will be very low if applied to speech recognition,
For example, the ring-connected systolic atray
5] is efficient only when the state transition
matrix s dense : almost all of processing elements
(PEs) will do meaningless works when the state
transition matrix is very sparse. Therefore, the
architecture design for the Viterti scoring procedure
used in speech recognition should be considered
i a quite different basis from general DP problems,

There are some previous works that have
reflected, in part, the properties of HMM on the
architecture design {2, 3]. In (2], a single
custormized VLSI processor is employed for a
Viterby scoring data path. The data path uses three
dual-ported memories to overcome the irregulanty
of the transitions between states, Three identical
copies of a state metric are stored in three different
dual-ported memories so that thyree interim state
metrics can be computed at the same time,
Therefore, three relative addresses to the preceding
states should be maintained. Also the single
processor 1s responsible for serially computing all
of the calcuiations required to generate the state
metrics.,

A parallel architecture for the Viterbi scoring
procedure was reported in [3). They insist that
only seven clock cycles are required to process an
observation symbol no matter how many states
are in HMM, However when this architecture is
actually applicd to speech recogiition, a tremendous
amount of hardware will be wquited 1o mamtamn
the computational speed of seven clock cycles
because a state processor is assigned for each
state composing a word.

This paper describes the implementation of an
HMM-based real-time speech recognition system
which employs our proposed architecture | 6], and
thus the system can expedite the HMM scoring
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steps for large vocabulary recogution svatems.
. Overview of Isoiated Word Recognition

The block diagram of an isolated word recogrition
system 1s shown in Fig 1. The input speech signal
from a microphone s filtered with a low pass
filter for antralasing and lmne neise reduction.
Then the filtered signal 1s sampled at 8 kHz by an
analog-to-digital converter. and the endpoint
detection to find the end points of the sampled
speech signal 1s performed. The endpoint detection
algorithm uses the short-time energy and the
zero-crossing rate of the sampled speech signal
whose thresholds are adjusted during the silence
period. Given the end points of the speech signal,
the next step is to filter the input signal with a
pre-emphasis filter to flatten spectrum by empha-
sizing the high frequency components of the
input signat,

In order to extract features, the pre-emphasized
signals are blocked into frames of 30 ms (240
points) with each consecutive frame spaced at 10
ms (80 points) apart, where time interval of one
frame is 10 s, Each frame is multiplied by the
Hamming window, and then the autocorrelation
analysis is performed for obtaining LPC ceefficients.
From the LPC coefficients, we derive the LPC
cepstral coefficients and apply the bilinear transform
for mel-scaling. This mel-scaled LPC cepstral
vector 15 used as the input feature vector of
HMM. An input feature vector is obtained every
10 ms. Finally, the feature vectors are vector

quantized, and the index that is the output of

vector quantization (VQ) is used as the output
symbol,

With the coming VQ indices, the Viterhi scoter
shown in Fig 1 computes the state metrics for all
states composing each candidate word in the
vocabulary and generates the word index for which
the state metric is maximum among candidate

words.

1. viterbi Scoring Procedure

The major task in speech recognition is to find
the best matching word by comparing nput
utterance with speech models in memory, Given
an observation symbol sequence {0, Og+-.0;i,
the following logarithm-integer version of the
original Viterbi algorithm [7] is performed for
each word model &%, 1 <v <17

(1) Initialization :
.\‘](I?=bl(0|), \‘3‘1{3'} =—-% 2<i<N\,
{2) Recursion :

5,-{}) = max {Sg—][f) +aj)'+bjj(0f)}. 2<tiLT, 1< j‘l <N,

1$i<;

{3) Termination :

H-:‘S'j'(:\;)‘

where N denotes the number of states in the maodel,
and {a,} and {5;(0,)} are obtained from the state
transition and the output probabilities, respectively,
by taking logarithmic transformation followed by
quantization, as explained below. We choose a
word with the highest P. as the recognized word,

Speech Pre- Mel-Sc

! ‘ VQ Codebook
Signal = |processing [ PC Cepstral Search

word Index

Vector

HMM
Parameters

Ftg 1. An HMM -based isolated word recognition system,
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3 3

let IS0/ a0, and 14, (0,00 denote the state
metric. the transition metric, and the output metric,
respectively. Since muitiplications in the onginat
Viterbi sconing procedure are time consuming
operations, they are converted te additions by
taking logarithms of the probabilities, and underflow
15 avoided. Floating-point numbers are converted
into integers for finite precision hardware im-
plementation. These steps are performed by using

the following rules :

a,, =ulogla,;),
b;,(0,) = dog B A0)),

where wlogix) ={ + Lulfog,(x}) + A,

The function #log(x) maps a real number ¥ (0 < x
< 1) nto an integer number in the range controlled
by coefficients ¢ and A.

We used the trained HMM parameters which
showed that the recognition accuracy was 96% in
floating-point simulation [8). To examine the
effect of quantization, a 16 bit number is used for
representing each state metric and a 8 bit number
is used for representing each of the transition and
the ouiput metrics. The value of A is chosen to
be 2*—1 since the transition and output metrics

1 o 1% NoxE

2 2% 1,2

3 3t 2,3

4 4t 1

5 s+ 3,5

6 6+ 4

70 7+ 1,4,5,6

(a)

\

e represented by 8 bit numbers. The exact value
of (" depends on the actual vocabulary emploved
tor test, and tt must he determined =6 §s to
maxtmuze the dynamuc range of the transition
metrics and the output mictiics under finite pre:
cision. For our simulation, ¢ was chosen to be 51,
Simulations using these uantized data showed
that the recognition accuracy was %6%. Only a
small degradation in recognition rate was observed

in spite of logarithmic compression and quantization,

V. Hardware-Efficient Viterbi Scorer

This section describes the design procedure of
the proposed PE, which has been reported by ours
in {6]. We briefly review it agamn since a prototype
isolated word recognition system developed here
employs it. The design procedure of PE is
illustrated in Fig 2.

The key observation is that, in many HMM
topologies, most states stay only for a few time
steps due to the local conmection and thus the
number of states to be stored is very small. In
Fig 21a) the states that are required to evaluate
the next state{denoted by the superscript +) are
listed on the right side of each state:state 2%

requires the metrics of state 1 and 2, and state 7

®

Fig 2. ta) An trellis, (b} Life-time analysis, {c)Manage-

ment of the passing list.
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reguizes the metves oF <tate 1.1 5, and 6 only.
Based vl hiel, we can analvae the hfe tme ot
the states (Fig 2ihir and constract @ scheme to
pass the ffee states dewnaard for computing the
next remaimng states iFig 2000 1o g 20¢l, the
shaded states participate n evaluating the next
state, while the anshaded ones are just passed
downwid for later use, 1f a state js identified not
to be used any longer, then the state 1s removed
from the passing list which is defined to be the
set of state metrics passed downward for next
compulation :slate 1 is maintained in the passing
list until step 7 since it participates in computing
the metric of state 77, however state 2 is removed
from the passing list after step 3.

A simple PE resultz from these ohservations
and is shown in Fig 3. PE consists of an elastic
storage and an add compare -select (ACS) crrcuit,
The elastic storage is implemented using four
pairs of multiplexers (MUXs) and D type registers.
and the ACS circwt s composed of eight adders
and three maximizers, MUXs control the flow of
state metrics and D-type registers store the
metrics in the passing list. The state metrics are
fed to the top-left scquentially. and they are
either passed to the adjacent D registers. or
reairculated in the current registers, or removed
from the passing list according to the control
signals apphied to MUXs, Each MUX is controlled

MO
& A
v Y

1j 9‘2‘% Ea'&v$ Ea'«j$ E‘B

b0 DY) by (0 by

MAX MAX

MAX

 au S((D

Fig 3. Basic PE atructure for the Vierbi scorer,

by a | it contral signal. The proposed PPl ocan
accemmodate vanous HMM topologies by o
difving the 4-bit signals that control the flow of
the state metrics 1n the elastic storage. The slate
metrics mantained in the elastic storage, L.e.,
those in the passing list, are supplied to the ACS
arcuit and the corresponding transition rmetrics
and output metrics are added to make four
intenim state metrics, Of these interim state
metrics, the maximum value is sclected and this
state metric s passed to the ad)acent trellis stage

for the next recursion.

V. A Prototype Isolated Word Recognition
System

A prototype system capable of processing 100,000
state metrics in real-time has been implenented.
It 1s dedicated to isolated word recognition based
on HMM. A DSP board is employed for the
front-end signal processing and a prototype Viterbi
scoring board is designed for HMM scoring. We
adopt thc processing element shown in Fig 3 as
the core processor for processing the logarithm
integer Viterbi algorithm. Also, we use 16-bit values
for state metrics and 8-bit values for transition
and output metrics.

8.1 Overall System Structure

The system includes a personal computer (PC),
an Elf DSP board from Atlanta Signal Processors
Inc., and a dedicated Viterbi scoring board. This
15 depicted in Fig 4, Two added hoards exchange
the data through PC [SA bus. Beforc starting
the speech recognition, PC initializes the Viterby
scoring board. The Viterbi scoring board contains
reprogrammable filed-programmable gate array
{FPGA) chips and memory blocks. The FPGA
chips are configured with designed data, and the
HMM parametcers are downloaded 1o the memory
blocks. Then a DSP program is run on the DSP
board in the Ashell environment, and the Ashell

environment enabies the program to access the
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DSPBoard [ € Hesdset
(TMS320C31) > Spesker

Host Computer Viterbl Scoring
(PC) —= [1SA bus Board

[T

Fig 4. Overall configuration of the dedicated speech re-
cognition system.

host’s disk, keyboard, and display screen.

A/D and D/A converters are built in the DSP
board. DSP board reads the sampled speech sig-
nal from a headset and performs the detection of
end-points. Then a linear predictive coding (LPC)
vector is computed from autocorrelation coefficients
using the Levinson-Durbin algorithm [9], and a
mel-scaled cepstral feature vector is derived from
it. With the feature vector, DSP generates the cor-
responding VQ index and sends it to the Viterbi
scoring board. The Viterbi scoring board scores
all state metrics for all the vocabulary words with
the VQ index. This procedure continues until the
end-point of speech signal is detected, At the end
of speech signal. the Viterbi scoring board re-
ports an index to the word that 15 most probable
among all the candidate words.

5.2 Front-End Signal Processing

The DSP board is responsible for the front-end
part of speech recognition, that is, from the A/D
conversion to the generation of VQ indices, The
speech signal from a headset is digitized by A/D
converter, built-in DSP board. at 8 kHz sampling
frequency. Then the board detects the end points
of speech signal. Once the start point of speech is
detected, the input signal is pre-emphasized by a
filter with the transfer function of 1—0.95z7.
The pre-emphasized signal is blocked into three
frames and the autocorrelation analysis is per-
formed to obtain the LPC coefficients, An LPC

cepstral vector 1s then computed, and is mel-scaled
bv bilinear transform. The mel-scaled cepstral ve-
S ovector guantized, and then the index that
1s the output ot vector quantization 1s sent to the
Viterbr scoring board. Uhis procedure repeats ev-
ery 10 ms (duration of a single frame) until end-
point signal indicating the end of speech is dete-
cted.

Here, the major works to be performed in the
DSF board are summarized.

FrontEnd_Signal_Proc :
1. Initialize the data structure and A/D session,
2. Extract the feature vectors :
(a) Wait until start-point of speech is found.
(b) Get one frame of data.
(c) Preemphasize the data overlapped by two
frames.
td} Multiply the coefficients corresponding
to Hamming window to each sample.
{e} Perform autocorrelation analysis and com-
puted the LPC coefficients.
{f) Transform the LPC coefficients to the
cepstral coefficients.
(g) Mel-scale the coefficients,
3. Map the mel-scaled cepstrum coefficients to
VQ itdex.
4. Go to step 2.(b) unless the end-point signal
is found.
5. Go to step 2.(a) in order to restart.

5.3 Design of the Viterbi Scoring Board

The overall block diagram of the board is shown
in Fig 5. The Viterbi scoring board is a slave
device attached to the PC I1SA bus. It consists of
three FPGA chips, four memory blocks, and a
clock generator., Among several FPGAs, we have
selected XC4010 FPGA to implement the proces-
sing element and the control logic. One XC4010
device has about 10,000 gates, 160 user [/O pins,
and 20X 20 configurable logic blocks (CLBs). Three
FPGA chips contain almost all digital logic ; one



t4 The Journal of the Acoustical Society of Rerea. Vol, 13, No. 2E (10411

processing element and the associated control
togic. Each of them is labeled as FPGAL FPGAZ2,
and FPGA3.

Xchecker Cable Adapter

| B []
FPGAT | FPGA3 | FPGA2
XC4010 | XC4010 XC4010

}

Y

A_Memory B_.Memory i
(Tr:nsi.tion (Output S_Memory*
Metrics) Metrics) (State
Metrics)
LUT _Memory * dual port
{Lookup X-tal Clock
Table) {(10MHz) [ | Buffer

\
%, Host Interface Cable Adapter

Fig 5. Overall block diagram of the Viterbi scoring ho-
ard,

FPGAl contains the register ports for com-
municating to the host computer, the logic for
downloading the data from the host computer to
memories, and the circuits for generating the ad-
dress for LUT Memory and S_Memory, Also it gener-
ates most control signals which control the main
operation of the Viterbi scoring board along with
the signals set by host computer in the recog-
nition phase, FPGA2 generates the output metrics
when multiple codebooks are employed for output
observation probability, and distributes the out-
put metrics, It also has a ROM which contains
the information on the HMM topology. The ad-
dresses for A Memory and B_Memory are also gener-
ated in FPGA2. FPGA3 implements a processing

Table 1. Definition of control port register

elernent with pipelined registers and a normaliz
ation circuit that prevents an arithmetic over-
flow,

Each of four memory blocks is labeled as A Mem
ory, B_Memory, S_Memory, and LUT_Memory.
A Memory, B_Memory, and S_Memory contain
the transition metrics, the observation metrics,
and the state metrics, respectively. LUT_Mem-
ory stores the information on all the vocabulary
words,

Configuration of FPGAs in the Viterbi Scoring Board

The configuration of FPGAs is the process of
loading design-specific programming data into one
or more FPGA devices to define the functional
operation of the internal blocks and their inter-
connections. The XC4000 family uses about 350
bits of configuration data per CLB and its as-
sociated interconnects, The XC4000 family has
six configuration modes selected by a 3-bit input
code applied to the M0, M1, and M2 inputs.
There are three self-loading master modes, two
peripheral modes and the serial stave mode used
primarily for daisy-chained devices. In this de-
sign, each of FPGAs has been configured as the
serial slave mode by applying all ones to the MO,
M1, and M2 inputs. The configuration data are
transmitted through Xchecker cable [10].

Startup of the Viterbi Scoring Board

The behavior of the Viterbi scoring board is con-
trolled by a register port CTLPORT in the board.
The function of each bit in CTLPORT is sum-
marized in Table 1. All bits are set to 0 at reset.

Bit Name

Function

0 | Download | When this bit is set to 1, the download of HMM parameters to memory 1s performed.

1 | Start

The Viterbi scoring board 1s now ready state when this bit 1s set to 1,

2 | FrameSync | Whenever feature vectors extracted and their VQ indices are obtained, this bit is set to 1.
At the first frame of speech, FrameSync bit must be set to 1 along with Start.

3 |End This hit is set to 1 when the end-point signal is detected,
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Start i E ;{

VQPORTs Vorsoics

FrameSync

PeGate

End

WDIDXPTs

Compute all state metrics
composing vocabulary

Wait unti} the next VQ index
ts obtained by DSP board

Recognized word index

Fig 6. Overall timing diagram of the Viterbi scoring board.

The overall timing diagram of the Viterbi scoring
board is shown iu Fig 6. In order to start up the
board, we must configure the board with an FPGA
configuration file and HMM parameters, The
next step is to set the Start bit of CTLPORT to
1, and VQ indices are written to the board, and
then set the FrameSync bit of CTLPORT to 1.
With these Start and FrameSync signals, the
Viterbi scoring board updates all state metrics in
vocabulary. At the end of speech signal which is
informed by the DSP board, we set the End bit of
CTLPORT to 1. Finallv the recognized word index
can be read from the Viterbi scoring board. The
procedure to be performed by the system i1s summa-

rized below.

START_SpeechRecSystem_OnLine :
1. Imtialize candidate words with predefined
vocabulary,
2. Set Start bit of the control register to 1.
3. Recognition :
{a) Wait until the starting point of speech
signal is found,
{b)Extract feature vectors and map them
onto VQ indices.
tc) Send VQ indices to the Viterbi scoring
board.
{d) Set the FrameSync bit to 1.

(e)If the end point of speech signal i1s not
found, go to 3.tb).
1. Get the recognized word index :
{a) Set the End bit of the control register to 1.
tb) Get a recogmzed word index from the board.
{¢) Display or sound the result and go to step 2.

5.4 Performance

The prototype Viterbi scoring board is shown in
Fig 7. The board can operate at 1} MHz clock
rate, Since a feature vector is obtained every 10
ms. If the clock period for the Viterbi scoring
board is ¢, us and the number of states is 50 per
word, the throughput of the dedicated board is

estimated as :

10ms _ 20
50statesfword X tpus/state £

words.

Therefore, with (£,us) ' — 10 MHz, the board can
process 2,000 words or equivaiently i(}),000 states

in real-time,
V. Conciusions
In this paper, we present a real-time isolated

word recognition system based on a hardware-ef-

ficient Viterbi scorer. The system is composed of
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a host computer (PC), a DSF board, and a proto-
tvpe Viterbi scoring beoard. The data exchange
between the boards is done through the PC [SA
bus. The DSP board does the front-end proces-
sing of speech signal. The Viterbi scoring board.
which has been implemented using three FPGA
chips and memory blocks, performs the Viterbi
algorithra for HMM-based speech recognition.
The svstem is capable of computing 100,000 states
in real-time. or equivalently, 2.000 words when the
average number of states per word 1s 0.
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