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Abstract

Recently, Decision Support Systems (DDSS) research has seen a more to combine Artificial Intelli-
gence (AI) including neural network techniques with traditional DSS concepts and technologies to
build an intelligent DSS or a knowledge —based DSw. This article proposes a Management Evaluation
and its Support System (MESS) as a knowledge —hased DSS. The management evaluation of a firm
means the performance of all managerial operations is appraised by considering the situations of the
firm. A neural network is used to represent the management evaluation structure as a suitable means
of management knowledge representation. Finally a case study in a telecommunication corporation is

presented.
1. Introduction

An interest in the application of Al, especially expert systems or knowledge —based systems, to
management decision making has existed for som: time. Despite this interest, very few manage-
ment —directed Al applications exist. Perhaps tle¢ reason is arisen from a lack of management
supporting systems based on traditional Al excluding artificial neural network {ANN) that is
due to the difficulties associated with represesting unstructured relationships such as those
found in many management decision domains.

ANN has attracted a considerable amount of interest in recent years largely due to the grow-
ing recognition of the potentials of those netwcrks in performing various works. These works
cover a wide range of areas such as knowledge rcpresentation, speech processing and pattern rec-

ognition [7, 9, 24, 28]. A neural network is tieoretically capable of producing a proper out-
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put to a given problem even when the information is incomplete, confused, and/or unstructured

thus providing the elements of intuition and judgment that are necessary for problem solving
[11, 29].

The information system (IS) community has recognized the importance of Al (including ANN)
applications in the development of DSS. From a conceptual perspective, DSS and Al seem to dif-
fer in focus ; Al has focused on expert systems or knowledge —based systems that replace the de-
cision maker in a specific task, while DSS has emphasized systems that supply tools to support
a decision maker in large problem domains. A merging of the ideas of the DSS and Al
disciplines may result in a more effective management support system [12].

From this point of view, DSS research has seen a more to combine AI —based techniques with
traditional DSS concepts and technologies to create intelligent DSS or knowledge —based DSS [1,
3, 4, 10, 16, 17]. Bonczek et al. [2] define a DSS as consisting of three components, a language
system, a knowledge base and a problem —processing system. They further state that unless the
system contains some knowledge about the decision —maker’s problem domain, a DSS is likely to
be of little practical value.

In building knowledge—based DSS, a principal issue to be addressed in providing the
domain —specific knowledge is how to represent knowledge in a way that is suitable for a par-
ticular management domain. Various technologies have existed for this issue such as production
rules, frames, semantic nets, neural nets, and other techniques. The guidelines for the choice of a
knowledge representation technique should be efiiciency and sufficiency, where sufficiency means
that the precision of the predictions we obtain meets our requirements, and efficiency refers to
their practical applicability. ANN can capture a large number of cases quickly to provide
acceptably accurate responses, whereas rule—based system implementation can be a lengthy pro-
cess depending on the size of the domain and tne range of cases that must be considered [14,
22.. The objective of this article is to develop a management evaluation and it’s support system
based on a neural net knowledge representation approach.

The management evaluation of a firm or corporation means that the performance of all mana-
gerial operations is analyzed and evaluated by ‘onsidering the situations and circumstances of
the firm [19]. In one sense, the term managemerd evaluation has been used as financial analysis
or performance appraisal [13]. The managers atzempt to improve the managerial operations of
their firm. For the improvement it is strongly nceded to carry out accurate evaluations of mana.
gerial performances. Up to the present, these processes have been performed by related managers
and experts with their own domain knowledge thi: contains individual tasks and those hierarchi-
cal relationships, and the performance appraisal methods of the tasks.

Some limitations are revealed in these processes that humans have performed, becausc of the
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expensive cost in hiring human experts and the 1ime and effort in performing manually. Many
decisions are made by the humans without considering all cause—effect relations of the mana-
gerial operations, thus a subjective bias is easily intervened. In addition, the human’s evaluation
process is difficult to be modelled in a traditional AI technique. The recent advance in ANN
makes it possible to efficiently represent the human’s processes.

In this article, we propose a management evaluation model in which to have hierarchical struc-
ture, and use some performance appraisal methods to evaluate the tasks of a firm. The hierarchi-
cal structure of management evaluation is represented by a feedforward neural network. With the
model, we develop a management evaluation support system, and implement a knowledge —based

system that performs the management evaluation of a telecommunication corporation.

2. Artificial Neural Networks

ANN models are specified by the network topolngy, node characteristics, and training or learn-
ing rules. In the topological view, neural nets consist of many nodes linked to each other with
connection weights. Then the nodes are usually o-ganized into a sequence of layers with full or
random connections between successive layers. The nodes are characterized by how to mathemat-
ically operate the input and what kinds of activation functions (such as linear, sigmoid, hyper-
bolic tangent, etc) are used [20]. The learning rules require an initial set of weights and indicate
how the weights should be adapted during use to ‘'mprove performance of networks.

Generally, ANN has some advantages as follows {27 :

a) Learning : ANN can modify their behavior i1 response to their environment. This factor,
more than any other, is responsible for th¢ interest they have received. Shown a set of
inputs (with desired outputs), they self —adjust to produce consistent responses.

b) Generalization : Once trained, a network’s response can be, to some degree, insensitive to
minor variations in its input. Overcoming the limitation of the traditional computing, it
produces a system that can deal with imperfect, ill -structured and error—prone infor-
mation.

c) Abstraction : Some neural nets are capable of zbstracting the essence of a set of inputs. In
one sense, 1t has learned to produce somethirg that it has never seen before.

d) Applicability : ANN can perform many works that conventional computations do poorly or
not at all. It typically provides a high degree of robustness or fault tolerance, because

knowledge is not contained in one place bul is distributed throughout the system. Fault



132 Soung Hie Kim, Kyung Sam Park, Kuen Chae Jeong HEEER e

tolerance is that the behavior of the network as a whole is only slightly altered when

some nodes or links are destroyed or altercd slightly.

There are many kinds of neural networks, for example, feedforward net, Kohonen’s self-
organization net, Hopfield net (see [7, 27]). Among these, feedforward neural net is composed
with one or more layers between the input and output nodes. This network has been used in a
stock market forecasting [6], a cancer diagnosis [21], a multiple criteria decision making [26],
and many other applications.

An efficient training algorithm known as backpropagation learning rule is proposed by
Rumelhart et al. [23]. It is the most popular method based on supervised learning strategy. In
the training process with a set of input/output paired samples, the neural net adjusts its
internal parameters, i.e., connection weights and thresholds, according to a learning rule to ac-
commodate the training samples. After a number of epoches (or iterations) starting with an ar-
bitrary parameter configuration, the network could then discover the mapping mechanism from
the input space to the output one in the sense that an input /output relation is established. It
has been proven the feedforward nets are universal approximators for any mapping [8, 181, It
has also been discovered the mappings are often fault tolerant and represent generalizations of
examples in the learning process.

This article uses a feedforward network that has an configuration as shown in Figure 1. The
input nodes of this network are directly connected to the output nodes as well as to all hidden
nodes. It is reported these direct connections are helpful in both training and generalization [8,
18]. Since proposed neural net has the capability of approximating arbitrary mappings, it is
greatly efficient this network is used to represent the management evaluation knowledge of the

experts.

[Figure 1] A feedforward neural network configuration
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The state equations of the neural net are defined as follows :

of = f(:] wP hd, + L w® in + ),
1= L

i

hd, = fOT whin + 49.j=1.2 m.

where, of = state of output, Ad; = state of activation level of the jth hidden node, 7, = state
of the 7th input, w® = weight between the jth hidden node and the output node, w; = weight
between the ith input node and the output node, w;; = weight between the ith input node and
the jth hidden node, #* = threshold value of the output node, £ = threshold of the jth hidden
node, and f(u) = 1/(1+e™), as an activation function.

The weights and thresholds are updated at each time epoch on the basis of error between the
actual output and the target or desired output. The training procedure with error
backpropagation algorithm is described as : First, let fof and 7 respectively be to the target out-

put and the training coefficient, then the following terms are calculated :

6 = ot(1 —ot) (tot — of), & = w" 4,
Awr =né - hd Aw’ =né + in, Awh=né - in.
At =y s, At =y 5.

Finally, the weights and the thresholds are updated as :

w’ = w + A w”, w? o= w? + A w,
wih o= wl + A wh. w’ = W+ A w,

o=+ A

Incorporation of information in addition to that given by training instances into supervised
learning, or utilization of prior knowledge of the 'rainer, is an important aspect of the inductive
inference. One way to achieve representability is to ensure that the functional behaviors of the
configured feedforward nets comply with monotonicity property for the evaluation functions that
will be defined in Section 4. The monotonicity property has been presented by [26].

The backpropagation algorithm does not always find global minimum but may stop at a local
minimum (see [7, 27]). However, in most cases :he system can usually be driven to the global
minimum or as the desired accuracy with appropriate choice of the number of hidden nodes [25].
As the addition of more hidden nodes improves the accuracy of training, the ability of

generalization gets worse. Because too many hidden nodes leave too much freedom for the connec-
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tion weights to adapt during the training. Thercfore, the number of hidden nodes must be large
enough to form a decision region that can be as complex as required by the given problem, and
on the other hand, to be so small that the generalization ability can remain good. Hence, we
start with a small number of hidden nodes and :ncrease the number until it becomes possible to

drive the learning error to a desired accuracy.

3. Management Evaluations

3.1 The overview

In a firm, there are various tvpes of tasks or jobs. The tasks are categorized into some prin-
ciple tasks that are the collections or sets of functionally similar individual tasks. A firm also
has several goals in operational or managerial level, for example, the improvement of customer
service or efficient operation of facilities. As shown in Figure 2, the relationship among goals,

principle tasks and individual tasks can be represented as a hierarchical structure,

Aggregative management performance

Management goals

Principle ta-ks

Individual tisks

t t
| Quantitative ( Qualitative |
l evaluation | evaluation 5

'Figure 2! Hierarchica! evaluation structure
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The aggregative managerial performance as a unique measure can be computed by combining
the degree of goals’ achievements that are calculated by the aggregation of the principle tasks’
performances. The performance of principle tasks is also obtained by measuring the performance
of individual tasks. The appraisal of individual tasks is carried out in two types of evaluations
typically, i.e., quantitative and qualitative evaluation. The management evaluation in a firm is
usually performed in a fixed period such as quarter or yvear. The manager of a firm can map out
a strategy or tactics toward an efficient managenent with the results of the management evalu-
ation. For instance, on a principle task or an individual task that is found out with a low per-
formance, the manager and the humans related w.th the task can make progress the task’s per-
formance by understanding the causes of the low performance of the task.

For the management evaluation, it is required to identify the evaluation methods of individual
tasks, which is described in the next subsection It is also needed to develop the aggregation
method that in successive hierarchical levels calculates the evaluation score of the above level on

the basis of the evaluation scores of the below lev:., which is described in Section 4.

3.2 Evaluations of individual tasks

The evaluation results of individual tasks are u.ed in evaluating all managerial performances of
a firm. One or more evaluation methods are needed for evaluating the performances of the tasks.
These evaluation methods should be developed !'v considering the inherent properties of each
task and the circumstances of the firm. Some guidelines for the development of the methods have

been proposed [19]

a) acceptability : a method must be accepted by the human who performs or related with the
task.

b} measurability : a method has Lo be measur:ble as a quantitative manner objectively or a
qualitative manner subjectively.

¢) sufficiency: the performance of a task should be sufficiently evaluated by the corresponding
evaluation method.

d) improvability : a method should be developel in a direction that the task performance is

improved positively in the future.

Based on the guidelines, we develop a number ¢f evaluation methods, and their selection flow
in evaluating individual tasks as shown in Figure 3. Herein it is noted that proposed may be no

complete onc that can cover all tasks existed in uny corporation. An evaluation method could be
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developed additionally according to the characteristics or attributes of a task. Shown in Figure 3
is developed for a case study of this paper that is described in Section 5. In the quantitative
cases, the evaluation methods are consisted of Objective vs. actual result, Trend. Moving aver-
age or Beta—distribution method, which are identified as equation types. Otherwise, the evalu-
ation of a task is carried out based on the evaluation indicators that are main causes or factors

to determine the performance of the task. The evaluation methods are illustrated in detail below.

Quantitative
task

Has an
objective
or goal

s -
¥ Objective vs. actual

result method

A trend is
represented
in time series

P | Trend method

l

i no

¢ Qualitative

. evaluation
Moving average or Beta-distribution method method

[Figure 3] Selection flow of an evaluation method
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Evaluation Evaluation
score (ES) score (ES)
A f
LS
; . : . Index
ax bx (X) ax bx X
(a) a more—is—better attributed task (b) a less —is —better attributed task

[Figure 41 An example of :ransformation functions
3.2.1 Objective vs. actual result evaluation

This method is applied to the evaluation of an iadividual task that has its objective (or goal).

It uses two indices in evaluating a task :

current atual result
the stated objective level °

Objective —achievement rate(X;) =

Growth rate(X,) — -—-current atual result — last actual result
: last actual result )

These two rates are translated into the corresponding evaluation scores respectively by using a
transformation function. An example of this function is shown in Figure 4. Let HS and LS to be
the highest score and the lowest score respectively. Then each evaluation score of all tasks in a
firm is a value in the interval [ LS, HS] that is determined by the managers arbitrarily such as

[0, 1], [10, 100], etc. Then, the evaluation scores of a task are calculated by a function, SC,(x)

for x = X, or X,, as follows : If a task is a more—is —better attribute,
LS, x<a,
SCJx) = LS + (HS - LS) (x — a) / (b, — a,), a,<x<b,
HS, x>b,

else if less —is —better attribute,
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HS. x<a,
SC,(x) = HS — (HS — LS) (x — a) / b, — aJ). a,<x<b,
LS. x>b,.

Though the criteria a, and b, could be detern:ined by the managers and/or experts according
to the situations of a firm, these are obtained ‘rom some computations with the data of x for

the last few or some years (or quarters). Let X be the sample mean, S be the sample variance

and y be the population mean for x, then X=Y", xm. S =" (x,—XVin—1) wherc x, is a

—t ]

data in current year, x. a data in last yvear, etc. Let us now consider 100(1—-2)% confidence in-

terval of u, where x is a confidence level such as (.1, 0.2, ete. Then

Xl ),

Sivn
where #n—1) is a f—distribution with parameler #—1 (see “15]). When given = 100(1—x)%

confidence interval of u, [C), Cyl is given by

(X =~ t- 1), 2/2) 5= X + tn—1). 2 2) —5 1.

N N

Herein we use as a,=C, and b,=C,.
After two evaluation scores of a task are obtained respectively, the evaluation score of the in-

dividual task (ESIT) is calculated by a weightec additive ruie :

ESIT = tw SC. (X)) + w.SC, (X))} / (w, + w.),

where w; is a weight indicative of the relati-e importance of the 7th evaluation score. The
above equation is somewhat subjective rather than objective becausc the selection of w, is often
based on expert judgment in a firm.

In Objective vs. actual result cvaluation method, a reason of using growth rate {X.) is as
follows : In practice, an appropriate objective (o goal) setting is difficult, thus the stated goal
level may be too high or too low in the situatioy that a firm faced. Additionally if it Is known
that a task is evaluated with only X, then an cojective would be set Lo low level. Because very
high ESIT value can be derived. In this case, by using growth rate index simultaneously, a more

reasonable or acceptable ESIT value can be obtained.



F19%  F29E A Knowledge-Based System Using a Neural Network for Management Evaluation and Its Support 139

3.2.2 Moving average or Beta—distribution evaluation

This method is used to evaluate a task that has no objective and no trend or pattern in time
series. The actual results for the last some time such as three or five years (or quarters) are
used for estimating the sample mean (X) and sample variance (S°). For computing X and S,
two techniques can be used, simple moving average and Beta—distribution method. Let x; be the

actual result data of a task, then by Moving averiige technique

X = S’jl X S = Y e=X) -2

-4

where x; i1s a data in current vear, x. a data in last year, etc, or by Beta—distribution tech-
nique

X -atdmtd o . (b—a)
f 5

) ’ 36

where a =max(x...--,x,). b=min(x,.--.x,), and m = the arithmetic mean of the x; cxcept for a and

b.

Now an index 7 is calculated as T = “nlx, *‘;()"S. which follows a f—distribution with par-
ameter #—1, tr—1). Then ESIT is computed by a function SC{T) in the similar way of Objec-

tive vs. actual result method : If a task is a more -—-is —better attribute,

SC(Ty = l LS + (HS — LS (T - Ci(a)) ! (Crla) = Cr(x)), Cilay<T < Cpla)
HS, T>Cila).

else if it is a less —is —better attribute,

’ HS. T<C ()
SCT = } HS — (HS — LS (T — Cifx)) ; (Cila) = Crta)), Cila)<T <Crla)
t LS. T>Cwla),

where Cila)=X —tln— 1. 2 2)Siu. and Caln) = X +tn—1 Lal2)S/IVa.
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3.2.3 Trend evaluation

This method is applied to evaluate an individual task that has no objective but a trend in
time series, {. A simple linear regression model, Y,=f.+f,¢, or a curvilinear regression model,
Yi=Bo+pit+B:#" 431", can be used to represent a trend. For the sake of simplicity, we use
simple linear (or straight —line) model. The regression coefficients, 8, and f,, are estimated from

the past results for some time (see [5]), and then the expectation ()}) of current result and the

sample variation (S°) is computed as:

X = B, + Bt

Sg = il(Yt*ﬁw_ﬁltl)“’ / (n—2),

=

where #,=1 1is current time that management evaluation is performed. An index T is
calculated as 7 =+7n(x, — X)/S, where x, is the actual result in current time. Then ESIT is

obtained by the way of Moving average or Beta--distribution method.
3.2.4 Qualitative evaluation method

This method is used to evaluate the performance of a task that is difficult to be measured in
quantity. In fact, there are several (or many) tasks in a firm that do not have guantitative
attributes, for example, organization administration or effectiveness of advertisement. Thus the
performances of qualitative —attributed tasks ought to be evaluated by experts and/or managers’
subjective judgment. Although subjective evaluation, more acceptable or useful evaluation results
in overall standpoint of a corporation can be obtained with the consideration of the
qualitative —attributed tasks.

The evaluation of a qualitative task is carried out based on the evaluated scores of the
indicators, SI that are main causes to determine the performance of the task. Let X be an index

for evaluating the task performance, then

X = F(SI,, SI..--.SI,).

where n is the number of indicators, and F is typically characterized by one of the following

equations :
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I

X = Y Sl/n, or f wSLin,
X =

i=1 =1

n

(IT SIH'™.  or (Iﬁl wSI)' ",

=1

where w; is a weight indicative of the relative importance of the sth indicator, which has
sum—to—one property. Then, ESIT is computed by SC(X), where function SC is similar with
Objective vs. actual result method.

The determination of SI is based on the subjective judgment of appraisers. The judgment is
often first described in linguistic terms. For example, these terms might be expressed as being in
the set {bad, some, good, excellent!, or any other appropriate set. These linguistic terms can be

assigned values, for example, {1, 2, 3, 4},
4. Representation of Management Knowledge

4.1 Representation of hierarchical structure

The management evaluation structure is composed of multi—level hierarchies as shown in Fig-
ure 2. In an adjacent level, the evaluation score of a target (that is a management goal or prin-
ciple task) in the upper level is computed on the basis of evaluation scores in the lower level.

An example of this hierarchical structure is shown in Figure 5.

@ Aggregative management perfomance (Level 3)

Management goals (Level 2)

Principle tasks (Level 1)

.
@ e oo (1T Individual tasks (Level 0)

[Figure 5]  An example of management evaluation structure
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Let us now consider to represent the hie: archical relationships. These can be formallv

expressed by some functional forms below.

ESAMP = fIESMG, .- ESMG,).
ESMG[ = g/(ESPT;.---.ESPTM)‘ for /=1 ,"‘,AL,
ESPT,, = mAESIT, .- ESIT)), for m=1 .M,

where ESAMP = evaluation score of aggregativi management performance,

ESMG, = evaluation score of the /th management goal,

ESPT,, = evaluation score of the mth principle task,

ESIT; = evaluation score of the 7th individual task, and L. M and N is the number of
management goals, principle tasks, and individual -asks, respectively.

The functions f. g, and A, are called by evaluction functions in this article. The identification
of the evaluation functions is difficult in an ac.eptable mauner. Generally most humans would
use a weighted average form as an easy approach, for example, f=%" w, ESMG,. A difficulty of
this approach lies in assessing an appropriate weight w,.

In practice, the evaluation functions are usually characterized by a panel of domain experts
and /or managers whether these functions are weighted sum or not. Accordingly the evaluation
functions should be determined by gathering and aggregating the knowledge or information of
multiple experts. The aggregated management fuinctions are presumably more reliable and useful
than an individual’s functions because its knowle:lge is derived from multiple sources. Thus, it is
important to develop a suitable means of representing by combining the preliminary
considerations of individuals. This article uses . feedforward neural net so as to address this

problem.

4.2 Representation based on feedforwird neural nets

Let EF be an evaluation function in the set of If. g Ao The human expert’s role shown in

Figure 6.a can be expressed by the following evaluation function EF:

Otm = EF(In, ; \. In. ;o\, -, In, ;)

where Of,,=evaluation score of the jth target in level &, In;; . =evaluation score of the ith tar-
get in level k—1, for A=1,23. If EF=F, then j=, k=3 and #n=L. clse if EF =g, then j=1,--L,
k=2 and n=M, else then j=1,-\N. k=1 and n=.\" (see Figure 5).
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Human expert's evaluation
4 v
/

. / ~
S
a» '
(a) (b)

|Figure 6] (a) Evaluation process of the expert, (b) Neural network configuration

Feedforward neural nets can represent the aggrcgative management performance (AMP), man-
agement goals (MGs), principle tasks (PTs), individual tasks (ITs), and their relationships (i.e.,
EF). Each Imy.. corresponds to each node in input layer of a neural net, and each O,
corresponds to each node in output layer of the ncural net. One hidden layer is inserted between
the input and output layer for a good representative capability (see Figure 6. b). From our
experiments in training neural nets of this study, the number of nodes in the hidden layer,
NHN. is recommended as: max{[ (NIN + NON + 1)/2], 2!, where [u] is a minimum of the
integers which are greater than or cqual to u, NIN is the number of input layer’s nodes, and
NON the number of nodes in the output layer (\According to an accuracy required the number
of hidden nodes can be adjusted in flexible).

These nodes are interconnected by the conmecticr. weights and have their own thresholds. The
weights and thresholds identify the evaluation furction EF, after fcarning the neural nets by
training sets. A training set is composed of severs: training pairs, which can be extracted from a
panel of experts.

Let a set of training data pairs (A, B) ¢ = L2, V!, where A, is an input vector, B, the
desired output vector of expert v, and V the numoaer of vectors (or experts) in the training set.
Then A = Uny oo Iy oo dm, band B.=(0f, . When given A, to expert p. then we assume
the expert can reply the evaluation score B. This paper uses a generalized —delta rule (de-
seribed in Section 2V for training the neural nets. The irained neural nets ought to be satisfied
the monotone nondecreasing property, that is. the output of any evaluation functions is not
decreasing when one of the inputs is increased,

In building the knowledge hase for management valuation, the number of neural networks used
in this paper is (IHL4M)., where L is the number of function &, and M the number of #,.
Hence, if some changes are occurred in the knowledge base, the knowledge base is able to adapt

to changes more casily by adjusting some smal parts of the knowledge base, that is, onlv
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re —training the neural nets which are affected by those changes.

5. System Implementation and a Case Study

5.1 Overview of MESS

Developed is a Management Evaluation and its Support System (MESS) based on the
methodologies presented earlier, which is coded in C (Turbo C) in IBM—PC/AT compatible.
MESS is devided into two subsystems, Evaluation structuring Support System (ESS) and Man-
agement Evaluation System (MES). The relationship among these subsystems and knowledge
base is shown in Figure 7. With ESS, the user can construct the management evaluation struc-
ture of his firm in the initial stage, and revise it when the evaluation situation is changed.

After constructing the evaluation knowledge basc, the management evaluation is carried out by

MES.

Evaluation structuring Support System (ESS)

Overall structure building module ( Task evaluation construction module

L

i

Training set composition module Neural network training module

Management
Evaluation
System (MES)

Knowledge base

Evaluation

Evaluation module knowledge

Reporting module

[Figure 7] System architecture of MESS
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There are four modules in ESS. Overall structure building module supports it’s user by a natu-
ral language —styled query for representing AMP, MGs, PTs, ITs, and their relationships. This
module determines the neural network structures and stores the structures in knowledge base,
automatically. In task evaluation construction module, knowledge about the evaluation methods
of individual tasks is required. The user extracts the training sets with the help of training set
composition module. Finally the trained networks by neural network training module are stored

in knowledge base for further uses.

5.2 Experiments in training neural nets

Neural network training module in MESS is a simulator based on the backpropagation algor-
ithm. In this paper, initial weights and threshold; are used small random numbers of range [-0.2,
0.2], although any other range could be used. The learning coefficients of the generalized —delta
rule are selected such that all of the step sizes with respect to weights and thresholds are (0.9
because they are reported to yield fast learning [£3].

We train 8 (1+L+M=1+4+3 = 8, see Table 2) neural networks respectively. We have col-
lected 20 data pairs with the help of 5 experts lcr each neural net. Among this data pairs, 10
samples are used for training and the remaining samples are used to test the learning perform-
ance. We use NHN,;={{ (NIN;,-+NON,+1)/2], 2, for i=1,2,---,8. The training runs are numbers
between 500 and 2000 epoches and the mean squure errors are 0.61x 107 through 0.32x107% for
all neural nets.

Shown in Table 1 is an example of a sampled data in a training and testing set, and the
actual output generated by the learned 4{NIN)-3 (NHN)—1(NON) neural network. The data
numbered from 1 to 5 are a part of 10 training samples and the others are a part of 10 testing
s'arnples. The training run is 1300 epoches and th: mean square error is 0.59x107, thus the per-
formance would be quite good. In Table 1, the notations are : PT, is a principle task, technology
function, and IT.'s are individual tasks as : IT,=call management. 1T-=failure management.
1T =dmproving call quality. and 1T\.=facilit, management(see Table 2). Most experts’

preferences are as : 1T, >IT->1T>1T-.
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(Table 1> Data in training and testing samples, and the actual cutput

Input Desired Actual

No. IT, IT; IT, IT; Olg’g‘ft Oli)t%:lt
1 0.8 0.3 0.2 0.4 0.30 0.298
2 0.8 0.4 0.3 0.5 0.40 0.401
3 0.3 0.6 0.4 .7 0.50 0.497
4 0.5 0.6 0.8 0.2 0.70 0.700
5 0.9 0.9 0.7 0.8 0.80 0.802
6 0.4 0.2 0.2 0.2 0.20 0.202
7 0.6 0.3 0.4 0.8 0.45 0.448
3 0.8 0.4 0.5 0.7 0.50 0.500
9 0.7 0.6 0.6 04 0.60 (.603
10 0.8 0.9 0.9 0.5 0.86 0.863

5.3 An application

The authors performed a management evaluation project of a telecommunication corporation
several years ago [19]. The corporation mainly produces mobile telecommunication services such
as mobile telephones and pagers. The corporaticn has four management goals, three principle
tasks, and fifteen individual tasks as shown in 'Table 2. This table would also shown the hier-
archical relationships and the evaluation methods for each individual task.

The overall process of evaluating the managerial operations in the corporation is 1) collect the
data of the past results, 2) appraise based on the data, and 3) after reporting, announce and
feedback the evaluated results. In the past, the appraisal process was performed by gathering
and aggregating the knowledge of multiple experts, who consisted of employed experts in external
(e.g., members of a consulting company), and expirts or managers internally. Time spent in each
stage was about 2 weeks, 3 weeks, and 1 week, rispectively. The reason of the most time taken
in appraising would be caused by tedious opinion pooling of multi —experts, and the reason that
one week consumed in reporting was the time of vord ~processing.

MESS based upon neural net models can reduce expenses in cost and time that are necessary
to perform the management evaluation. Particularly the appraisal can he performed in several

days because opinion pooling is replaced by neural net training, and the word —processing time is
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(Table 2) Management evaluation structie of a telecommunication corporation
lLevel Notation Name Fvalua ton methnd Evaluation indicators
3 AMP  Aggregative f func ion MG, MG, MG, MG,
management
performance
2 MG, Reinforcement of g, funition PT,, PT.
business
MG Improvement of g fun tion PT,, PT, PT
customer service
MG.  Efficient operation of g. function PT, PT
facilities
MG Effictent management g1 function P,
1 PT, Mangement function h function T, vf, I'T, I'T, 't
PT. Business {unction he function I, 1T, vty 1, 1., I,
pr. Technology function h function [T, IT, ITy, !'T,
0 T, General managemoent Obj. v.. rle, -
[T Business operation Oby. ve. it
IT selling operation Obj. « . rlt.
I, Market research Obj. v rlt. -
I Tariff management Obi. vio rlt. —
I Call management Oby, vl rit, -
1T Faijure management Rete - izt
I'r. Buadpget operavion Moving aver.
Iy, {lost managcement (aulit tive Saving  in energy, FEconomy in
expenditures
1) Organization Qaulit, tive Coorperatice betworn  capital &
adminiztration labor, Fduration & training
1T, Material managemen Qaulit tive Requirement  planning.  Inventory
control, Material flow process
e Business planning Qaulit tive F'orecasting, Advertizment. auto-
mation level
IT Clustomer management Qaulit tive Kindness & attendance, Replection
of customers’ opinions
N Trmproving call quality Linear irend
1T

Faalily management

Qaulit: tive

Maintenance & repair, Reliability
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not needed. In addition hiring external experts is not required before the management evaluation
structure is largely changed. MESS is able to essily adapt to changes by only re—training the
neural networks which are affected by those chunges. It can also use to carry out a consistent
evaluation without the intervention of appraisers biases.

Shown in Figure 8 is a screen generated by overall structure building module in ESS. The

reporting module in MES shows the evaluation scores for all hierarchical levels as graphical or

textual mode (see Figure 9).

Overall Structure 3uilding Module

(Principle Tasks Level)
Input name of the 3th Principle Task : Technology function

Input the numbers related Individual Tasks : 6,7,14,15

REVISE
SAVE

[Figure 8] An example in Overall structure building module



F19%  52%% A Knowledge-Based System Using a Neural Network for Management Evaluation and Its Support 749

. General management
. Business operation
- Selling operation
: Market research
- Tarniff management
- Call management

~ > O e W N =

. Failure management

o=

. Buget operation

9: Cost management

10" Organization administration
11: Material management

12: Business planning

B

1 H H B E 13. Customer management
8 9 10 11

2 13 14 15 14: Improving call quality
15: Facility management

:“E:E:‘,,
12 3 4 5 6 7

Evaluated Results of Individual Tasks
Total 15 Tasks in KMTC Co., in KOREA
1993. Dec.

[Figure 9] An example of evaluation result in reporting module

6. Concluding Remarks

In this paper, we presented a management evaluation model in which to be a hierarchical
structure. The hierarchical structure was represented by a feedforward neural network. The
experts’ knowledge was easily represented and tle evaluation process of the experts was nicely
imitated in this model. Based on this model, we rleveloped a management evaluation support sys-
tem (MESS), and implement a knowledge —basec system that performs the management evalu-
ation of a telecommunication corporation. MESS reduced expenses in cost and time that are
necessary to perform the management evaluation.

One of the most difficulty in the use of neurai nets for management evaluation would be the

composition of training sets and the network training that require much efforts and experiments.
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Thus much works to address such problem. ie., systematical approaches  based on  the
experiments, should be conducted in further ressurches. Additionally, some extensions of MESS

are needed for applying management evaluations in any corporations.
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