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Three-Dimensional Object Discrimination by the
Similarity Measures of the Fuzzified Image Data
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ABSTRACT

Fuzzy theory is utilized in recognizing 3-D objects from input range data through feature extraction. Shape
features are extracted from the Z-gradients and geometric features are extracled from the normal vectors of the sur-
face patches. Then feature data are fuzzified to get similarity measure, which is used to perform matching operation

between the prototype objects and the input scene object. Finatly, the effectiveness of the method is demonstrated

through various experiments,
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. Introduction

As one of the grand human objectives, to make
a machine to perceive and recognize the objects
and their environments to the level of human be-
ing has been drawing much attention and re-
search as the potential application areas of com-
puter vision seem to be limitless. Automatic in-
spection of parts in factories, recognition of car
number plate,, X-ray image processing, and tar-
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get tracking, ALV, etc. are some of the areas in
which computer vision is making remarkable
progress(1]-[3]. Recent efforts to overcome the
limitations of 2-D image recognition such as oc-
clusion processing, distinction between curved
surfaces and planar surfaces, lead to some notice-
able results in 3-D image recognitionf4]-(6]. In
this paper a method is proposed to discriminate
3-D cbjects using the range data input.

The Z-gradient from the input range data is
used to extract the shape feature of the object
and the intersecting points of the normal vectors

to the surface patches are used to extract the
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geometric features, such as the axis equation.
Also the features such as the intersection angles
and distances are used to establish the relation-
ship among the surface regions. In the discrimi
nation process, the existing method determines
the confidence level of the numencal data and
performs matching operation with the prestored
prototype objects. In this case. false recognition
occurs when the confidence interval is inappro-
priately sct. Hence the confidence value 15 de-
cided roughly after some trial and-error proces-
ses.

However, humans discriminate objects by set-
ting some conceptual confidence interval which is
naturally fuzzy,

The recent trends in computer vision shows the
frequent application of the fuzzy thory[7]-~[9].
For example, through the use of the fuzzy theory,
better results are shown in the recogmtion of
two-dimensional human face images [7] and
hanguel character recognition|8].

In the 3-dimensional computer vision, to over
come the difficulty in finding the correspondance
in the stereo images the fuzzy theory is also ap-
plied[9]). However, the application of the fuzzy
theory in the previous works and limited to
2-dimensional image recognition or to get the
range data. In this paper, the fuzzy theory is
tried in the discrimination process for 3-dimensi
onal image, which is considered to be vital for the
realization of truly versatile computer vision sys
tem.

The same human nature is utilized and fuzzy
theory is adopted in the object discrimination.
Similarity between the prototype object and the
input scene object is measured by the min-max
operation on the degree of match between them.
Additionally the weight of each feature is in-

cluded in computing the final confidence levels.
(1. Feature Extraction| 10]

In this paper according to the Z-gradient values

the shape features of the objects are classified
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into the combinations of sphere, cylinder, cone,
plane, then the intersection points by normal
vectors are used to extract the geometnc feature
of each surface region and the features such as
the intersection angles and distances are used to
establish the relationship among the surface
regions, The edge surface direction map, inner
surface direction map and equi-magnitude contour
of the Z-gradients furmsh the necessary
primitves.

Directional value in the direction map s direc
tional change in the depth value taken from 2«2
mask as show in figurc 1.

A
H B
G C
F D
E

Fig 1. Direction of the Z-gradient

For example, since the image of a cylinder
taken from the front has 4 directional measures,
A, E, C and G4 relations of 180-degree, 4
relations of 9)-degree and no relations of 45
degree.. Therefore the flag value is 440. Fig. 2
shows the example of the various primitives, Also
the kernel points are defined and the clustering

operation is performed. The planar equation of

from surface patches. The geometric features of
sphere, cylinder and cone are extracted from the
surface patches through norma! vectors Vp=
{(Xo+At, Yo+Bt, Zo+Ct), From the intersection
points of the normal vectors, the center point for
4 sphere(point), the axis equation for a cylinder
and cone (line) are computed and used to estab-
lish the relationships among the surface regions
as shown in Table 1.



W22} g gellojete] AR o] 2l 32 Al o 4

i +
{ i

bt

4
N \

CYLINDER: —

(elefs] [2]3]4]
SPHERE

HAANNARD
CYLINDER

(b}

Fig 2. (a)Edge surface direction map
{b)Inner surface direction map

Table 1. Relations of the surface regions

Combinations of features Extracted features

point . point distance
line . . l.in; intersection angle
point , line distance

i point ’ plane distam:(’e. ]

plane , Pplane intersection angle

plane . line intersection angle
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. Discrimination Procedure

To discriminate the objects the existing
method performs the matching operation by
comparing the numerical feature values, In this
process the determination of the error value is
done by trial and error, which is one of the
reasons leading to false recognition. In this paper
we utilize the fuzzy theory in matching process to
overcome the limitations of the existing method,
te. the similarity measure is computed by the
min-max operation and confidence interval is de-
termuned in consideration of the weight for each
feature,

1. Formulation of Fuzzified Data

1) Scaling

To recognize the object regardless of its size
and to get the fuzzified data, the scaling oper-
ation is performed using the following equations :

T=T P, m
sp= £ )

where T 1s the sumn of the areas of all surfaces
and SP, 1s the normalized area of the surface re-
gion P;.

2) Expression of Fuzzified Data

Among the various methods available to rep-
resent fuzzified data, we use triangular form
which embodies human concepts very well and is

computationally simple. Also one study shows that

scaled area

0 0.5 1

fig 3. Magical Number
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when we express our absolute feelings it is done
in the levels of magical number seven(8] We
adopt seven levels in expressing the scaled area
of each surface region as shown in Figure 3.

Where NL is a Negative Large, NM is a Nega-
tive Medium, NS 15 a Negative Souall, ZR is a
Approximately Zero, PS 1s a Positive Small, PM
is a Positive Medium & PL is a Positive Large.
For example, the membership degree of ZR of
the scaled area is expressed as follows :

A=10.33, 0.5, 0.67)

where Bato ™ 0 .X<033
- X=033 ;
017 0.33<X<0.5 (3
081> X 055X <067
=0 X >067

Among the relationships between surface
regions, the fuzzification of the intersection
angles 15 done by coding process to the direction
of 18, which the same angle of 10 degree. Here an
18-step fuzzy number is obtained by dividing 180
degree of maximum posstbhle intersection angle
with 10 degrees. Also to obtain the {uzzified data
of the distance 15 done according to expression
(4) and the triangular fuzzy number for the
normalized distance value is formulated within
the limits of +20 from its own value.

Less values of area sum between prololype & mput
Greater values of area sum between pmtmypc & input

{greater distance value between prototype & input) (4)

2. Discrimination Process

1) Determination of Dominant Primitive and Ratio

We discriminate an object by taking the domi-
nant shape out of it. We call the primitive formed
by the dominant shape of an object, the dominant
primitive {DP) and the ratio of the DP for each
object the DP ratic (DPR), the expression of

which are :

DP = max (P, S;, CY,, C,) (5)

SEbll VMR R 12 2 WO1903)

area of DP .

DPR= Area of Surface Region x 100 ()
Where P,. S, CY, and C, represent the total
areas of planar surface, sphere surface. cylinder

surface and cone surface, respectively,

2) Discrimination Procedure
ligure 4 shows how the discrimination is done

on an object,

START

-

—————— | search for
-z =z DPR = =

Check the Component
Primitives for

Candidate
T T
o VatohT—

Compute Similarity ’
! Measure for I

) .
ﬂn*face Reg)ons i

F Conf:denﬁ Ihl ~—
alue 2 TH 1 7

PN

protot vpe >————— I
wllfv ?

Compute the Similarity
Measure between Surface
Regions

t

Choose Maximum Value
Prototype

(G -

Fig 4. Flowchart of the Discrimination Process
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3. Computations of the Similarity Measure & Con-

fidence Level

Next step is to compute the similarity measure
between the images of the prototype and the in-
put scene objects. The similarity measure js the
degree of match between prototype and input ob-
ject. Existing method relies on the stmple co-
mparision of the corresponding numerical data,
the results of which usually do not reflect true
likeness correctly. To improve results we intro-
duce the fuzzy theory, which best assimilate hu
man mind in discriminating the objects as small,
medium, big, ctc. In this paper, first the numeri-
cal area data of the prototype and the input scene
objects are scaled, then the triangular fuzy
nurnbers are computed to get the similarity meas-
ure between prototype and input.

Next, the min-max operation is performed as
shown in Figure 5 to get the similarity measure
between the surface region area values of the
prototype object and the input scene object.

prototype 1nput

Ny /

0. 61 51mlar1ty

/iasure
0 /

Fig 5. Example of Similarity Measure Computation

—

Also humans discriminate the objects by taking
the dominant shape from the object into consider-
ation, To emulate this human’s object discrimi-
nation process, the computation of confidence le-
vel values according to the size of object area is
performed such that the dominant shape feature
is to influence toward the higher confidence level
for the corresponding image area,

Hence, the confidence level value of object is

computed as,

Confidence Level value
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=¥ (Scaled value of each surface region} {7)
« (similarity measure of 0~1)

Even though several objects are formed by the
same shapes of the same sizes, they must be dis-
tinguished if they have different intersection
angles and distances between the surface regions
of the shape features in them. To accomodate
this difference the similarity measure is
computed between every adjacent surface
regions, This is done by the min max computation
if there are object which exceed THI1 value as
shown in Figure 4. At this time since it is not
necessary to consider the weights for the inter-
section angles and distances, only the mean value
of similarity measures are computed and the final
decision about the discrimination is made at the
object which has the highest confidence level
value,

V. Experimental Results

To test the effectiveness of the proposed
method, experiments have been performed with
the C language program run on an [IBM-PC /AT
computer. {a} of figures 6~93 show the synthetic
range data for the prototype objects and (b) of
figures 6 ~9 show their direction maps. Alse (a)
of figures 10 and 11 are the input synthetic range
data and those of (h) are their direction maps.

(a) (b)

Fig 6. (a}prototype range data of the plane, cup &
dumbbe!l
(b)direction map of the plane, cup & dumbbell
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(a)

fFig 7. (a)prototype range data of the globe
{b}direction map of the globe

th)

Fig 8. (alprototype range data of the hquid &
thermaobottle
(bkdirection map of the hqud & thermobottle

{al) th)

Fig 9. {a)protorype range data of the toy & twnbling
doll
{bidirection map of the toy & tumbling doll

tad (b
Fig 10. (a)input range data of the dumbbell & tumbling doil
{b)direction map of the dumbbell & tumbling doll

SEM VRN 12 & 2 $I1993)

tad (b)

Fig 11. {(a)input range data of the toy & thermo-bottle
(b)direction map of the toy & thermo-bottle

Table 2 represents the feature values of the
prototype objects which are the DP and DPR
computed using expressions {5) and (&) after
extracting the shape feature of the object by
7 gradient. In the discrinunation process to re
duce the search time Lhe largest area surface re
gion is chosen as the kernel, the values of which
are in “primutive” column, The area and the cor-
responding scaled area values are in the "area &

its ratio” column,

Table 2. Peature values lor the prototype objects

utyect D, DER & i Primutives !:an:a & ' features hetwern
name: Jernel . i s ralw Lsurface regions
plaee Mane | plane] ;'-."J.IT e
) I 4
pana-| ; E
cup cyhnder ' cvhinder] 911221000
1iK) ! |
ovlnder) ! i
dumbbel] | <phere ssphoret | ST | W03
] whnderl  T27 3 0i2 |45 20
sphere? 1 sphere? 174,754
gluhe sphete l spherel 10 URD
M s cone| 145
spherel  evlinderd i2311
ligquned cvhinder cyhindesl i
1 i RIK
cylinder? cylimder?  YHN I TALET ]
thermn cvhnder cylinderl . 27414l 6) 0502
hottle i8] cone| i THRLTITTT) i 10,4850
cylinder? oylinder?  3A14LARMTTL D OAGAT
o evhinde spherel RGN0 | 10798
M . ;
celider) cvlinder] 13567 |
tumiblang |s;:here : spherel [ TP
dull B {L1] ! &YX
Ghere?  sphere? | KO FOTIT5)
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Also shown are the relations of the surface
regions{refer table 1) in the column of “feature
between surface regions.” The values of table 3 is
computed for the input scene object in the same
way as for table 2.

Table 4 shows the simularity measures and con-
fidence level values between the images of the
prototype and the input scene objects computed
by “magic number 7" triangular fuzzy number
from table 2 and 3 scaled area values,

The stmilarity values are obtained by the
mun-max operation and the confidence level
values are computed by expression(7) to give
different contribution by the area size. ln the
“simlarity measure” column of table 5, the geo-
metric feature values between surface regions are
fuzzified and the results of min-max opeation on
the prototype and input scene objects are shown,
Meantime, the confidence level values are the
arithmetic means of the similarity measures
among the surface region.

Tabte 4 and 5 show that the objects {dmbbell,
thermo-bottle) properly scaled to the sizes of
prototype objects give higher similarity and con-
fidence level values, while the objects,
eventhough they are the same shapes as the
prototype ohjects, display lower values, This is
analogous to human perception, in which dis-
crimtnation process becomes hesitant  when
there is disparity in the sizes for the same shape
objects.

Table 3. Feature values for the input objects

abject no | DP.DPR & | Primutives| area & its | features between

kernel ratie surface regions
1 sphere spherel | 15645 195(40) | 38,877
{dumbbell) | 80 cylinderl | 7609.126¢20) | $4.382
spherel sphere2 15582.5600407 | 174.454
2 sphere spherel 774094640}
{tumbling | 100 85,001

doll} { sphere? sphere2 11725,932(60}
3 cylinder sphetel | 7265.520(22)
{toy) 78 47.427
cyhnderl cylinderl | 26363.870(78)
4 cylinder cylinderl | 2033.489(5) | 047258
(thermo | 84 conej 6737 832(16} | 0.51%"
bottle) | cylinder? cylinder2 | B1S0.00{79) | 0.4363°
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Table 4. Results of simularity measure & confidence
level value for each surface regions

Object Name | Similarily Measure | Confidence
Level Value

1.0

dumbbell 1.0 0.8
.5
tumbling 0.5

doll 0.5 0.5
0.5

toy 0.5 0.5
thermo 1.0

bottle . L.O ) 1.0
L0

Table 5. Results of similanty measure & confidence
level value among surface regions

Object Name | Similarity Measure | Confidence
[evel Value
dumbell 0.95
0.975 0.975
1.0
tumbling
doll 0.3 ; 0.3
toy 0.95 0.95
thermo ' 1.0
bottle 10 ' LD
i L0

V. Conclusions

The similarity measure by the min-max oper-
ation of the fuzzy theory is introduced in the 3-D
object discrimination process. To overcome the
limitation of the cxisting method, the features
are normalized and the weights are set in comput-
ing the confidence level values, In this work, only
4 major primutives and areas are considered, in
which very good results are shown.,

So, it is necessary to extend this study to other
objects by increasing number of primitives and
applying the methods other than area consider-
ation to extract better geometric features.,

Also it is well-known that for the complex
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shape objects, the shape feature extraction, geo-
metric feature extraction and feature extraction
among surface regions are the open areas for
further research. Fnally we are grateful for
InHo Lee & No geon Kwak for their fine word

processing job,
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