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SIEGEL MODULAR FORMS AND THETA SERIES )

JIN WOO SON

1. INTRODUCTION

Let H, be the Siegel upper half plane of degree g(g is positive inte-
ger) and let I'y = Sp(g, Z) be the Siegel modular group of degree g. If
n 1s positive integer, then Fg") ={M €T, | M = E;; modn} is called
the principal congruence subgroup of degree g and of level n. The Igusa
group is T W ={M € T%™| the diagonals of A'B/n and C'D/n are
even }. Obviously T, = T'\"| and the theta group I is Igusa group
I‘E 2 In this work we prove the generalized forms of theta series are
modular forms and the mixed theta series, the basis of the vector space
of all auxiliary theta series, are modular forms. We denote F(¥:7) the
set of all k x ; matrices with entries in the commutative ring F. o(M)
denotes the trace of a matrix M and ‘M denotes the transpose of M.

2. SIEGEL MODULAR FORMS

Definition 2.1. Let I' C Sp(g,Z) be a subgroup of finite index.
Then a modular form of weight k € Z and level T is a holomorphic
function f on Siegel’s upper half space H, to € such that for all M =

A B
(C D) € I' we have

(1) f(M< Q>)=det(CQ + D)* F(),

where M < & >= (AQ + B)(CQ + D)~!. And f is bounded in any
domain ¥ > Yy > 0 in the case ¢ = 1. In the case g > 1, f is bounded
by the Koecher’s priciple. The set of modular forms of weight £ and
level T is a vector space and is denoted by [T, k]. The product of two
modular fornis is a modular form, i.e.,

fell,r}, ge[ls]= f-ge[l,r+s].
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36 Siegel Modular Forms and Theta Series (*)
Siegel’s ®—operator defines a linear map @ : [y, k] — {T'y_.1, k] by

@)= fim £ (T 5). MeHy Selb

A modular form f € [I'y, k) is called cusp form if it is in the kernel of
Siegel’s @ —operator.

The basic problem is to find a finite system of theta series generating
the space [T, £]. Bocherer([B]), Weissauer([W]) answered positively for
the space [I‘Sm), %] with k > 4¢, and [ngﬁq), £} for small k < £ with
arbitrary ¢. But the case k¥ < ¢ we don’t have a concrete answer.

If we choose

M= (ﬁ, g) €T, where S =S is integral,

then F({I+ 5) = f(Q), t.e., f is periodic, and.-therefore f({1) has a
Fourier expansion of the form
(2) @)= Y (eI QeH,

‘T:TZO
half integral

H ¢(T) # 0 implies T > 0, we call f € {[y,k] a cusp form, and
o(T) # 0 implies det T = 0, then we call f a singular modular form.
Resnikoff([R]) proved that f #£0, I' C Iy, f is singular if and only if
k < g. We could define Siegel modular forms with character by insert-
ing a factor (3 in (1) in the usual way.

Lemma 2.2.  The group Sp(g,R) acts on the space H, x C*9)
by the maps :

(3) (,2)— (M<Q>,Z(CQA+ D)™
And the group Sp(g, Z) acts on Z*9 by
(nl,nz) — (Dn1 - Cng, —Bnl + Ang),

and also on Hy x U*9 by the maps (3).
The proof is easy.
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3. THETA SERIES
Definition 3.1. We define the theta series of index M(M €
R(:2) M = ‘M) with characteristic (4, B) € R(&9) xB(*9) by
(4)
'6(R,2) = 9M [g] (2, 2)

. Z exp{mo(M(N + A)Q{N + A) + 2(N + A)*
Ngzih.g)

(Z + B))}
for Q € H,, Z € T,

The series {4) converges absolutely and uniformly on any compact
subset of #, x U#9) . In particular we have the transformation formula
for theta series

(5)  OMG(R,0) = e ™ AB) (det M) (det(—i0)) 3 OK_ 4(2,0).
As in the vector-variable theory, the fundamental fact is a functional
equation for 9 for the action of Sp(g, Z) on both variables 2 € H,
and Z € "9 We now prove that the theta series 9M(Q,Z) =
Foh(, Z) = 9M [g] (2, Z) satisfies the following, i.e. a modular form
of half weight:

UM< Q >, Z(CA+ DY)

(6) = (mdet(CQ+ D) . {meMZOHDTICZY gM(Q 73,
é‘ g) € Sp(g, Z) satisfies
(i)  diagonal (*fAC) even, diagonal (‘BD) even,
(i) Me Z®™P M = M, and positive definite.
More generally let M be a symunetric, positive definite, and integral
p &

matrix of degree & and let A be a complete system of representatives

of the cosets (M)‘“lz(h,g)/z(h,g)_ For a € N, we have
I e(—Q7,207") = {det( M)}~ {det(—2Q)} §emoMZ2712)

(63) Z e—ano(Mb'a)ﬁz\’g(Q, Z)
beN

where (}; = 1, and M = (
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To prove (6) for all Z € T*9) | it certainly suffices to do so for Z =
X0+4Y, X,Y € Q"9 by the density. So as a first step, we substitute

X +Y for Z and rewrite (6) for M ['}X,'] (€2,0). We show that (6)

is equivalent to :

Lemma 3.2.

(7)

X'D-YC
IM [_X,B+Y,A](M<Q>,O)

= (p det(CQ + D)7 exp{—mia(M(X'‘BDX — 2X‘BCY
+YUACY))} - oM []’f] (2,0).
(¢u depending only on M = (é g) . not an X, Y, Q)
Proof. Since(CR+ D)™! = —CM< Q> +4 and
(XQ+YHCAU+ D) ' = (XD-YOIM< Q> +(-X'B+Y'4),
we have by lemma 2.2,

M [g] (©,0) = exp{ma(M{aQa + 20'8)) }9M(Q, Q2 + B),

that is,

IM(Q, a) + B) = exp{—mo(M(afQ' + 20'8))}9M [Z] (22,0).

From this formula,

(8)
MM < Q> (XQ+ YN C+ D)™
=IMM< Q> (X'D-YCOIM< Q> +(—X'B+Y'4))
=exp{-mo(M(XD-YCOM< Q> (X'D-YC)+2M(XD

_YICH(—X'B +Y4))) - oM [ _ﬁ%ﬁ;ﬁ] (M<Q>,0).
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On the other hand from the formula (7)
(9)
MM < Q >, (XQ+Y((CR+ DY)
= (31 det{CQ + D)} exp{mo(M(XQ+ Y CQ + D)~ICYXQ
+Y))-9M(Q,XQ+Y)
= (pr det(CR + D)7 exp{mioc(M(XQ + Y)(CQ + D)"1CY{XQ
[ X

+Y)} - exp{—mio( M(XQX + 2XV))}9M Y

(€,0).

Hence from the extreme right hand side of the formulas (8) and (9),
we obtain

gm [ XD-YC

~X'B+Y'A

= (pr det(CQ + D)? exp{mo(M(XQ+Y)CQ+ D) 'C{XQ +Y)
— (XX 42X )+ (XD -YO)M< Q> {(X'D-YC)

J(M<Q >,0)

+2X'D -Y'C){~X'B + Y'4)))} oM [§ } (2,0)
= (p det(CQ + D)7 exp{—mo(M(X'BD'X — 2X'BCY
+ YACY ) )9M [‘;f ] (Q,0),

using the basic facts on M = (é g) € Sp(g, Z), that is,

‘DA— 'BC =E,, 'DB = 'BD, 'CA="AC.

However, the above calculation would have come out even simpler if|
instead of

M [i] (Q,0) = exp{mia(M(X QX + ZXtY))}ﬂM(Q, XQ+Y),
we use a modified ¥ that we will denote by 9 :

(10) IM [ﬂ (Q) = exp{ric(M(XQX + X'V)}IM(Q, XQ+Y),
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written out
(107)
[ X
J [Y] @)= ) exp{mo(M(N +X)Q(N + X)

Nezk:2)

+2M(N + -sz)’Y}

If we use J instead of ¥ the messy exponeﬁtial factor is rather :
Tioc{M(XQ+ Y)YCQ + D) 'C(XQ+Y)
—XOX - XY +(XD-YCO)M< Q> (X'D~YC)
+(X'D-YTC)Y-X'B+YA))},
which turns out to vanish identically. Thus the functional equation (7)
becomes :
(11)
s X'D-YC Lt am | X
M — M
J [—X'B-}-Y'A] (M<Q>,0)=(pdet(C2+ D)2 9 [Y] ()

Lemma 3.3.  Sp(g, Z) acts on Z9 x 29 as follow:
(X, ¥)— (XD -Y'C,-X'B+Y'A)
Proof. Let M, M’ be in Sp(g,Z) such that

M = (g g) M' = (‘é, gﬁ), M=MM = (g g).
Then
(X,Y) —((X'D' -Y'C")'D - (-X'B' + Y'A')C,—(X'D' -YC')'B
+(—X'B'+YA)A) = (XD -Y'C,-X'B + Y'A)

Hence from lemmas 2.2 and 3.3 we conclude that Sp(g, Z) acts as
follows :

(i) On Z*9) x 2(M9) by (X,Y) — (X' D-YC,-X'B+Y'4),
(i) On M, by Q@+ (AQ+ B)(CU+ D) ' =M< Q>,
i) On "9 by Z — Z(CQ+ D).
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Thus the functional equation for ¥ asserts that, up to an 8th root of

1, 3%y ()21 N AdZs, is invariant under 5% C Sp(g, 2),
that 1s,

(12)
IM[XD-YC - XB+YUAM<Q>)/dWy A AdWy,

= CMéM [Y} (Q)\/d211 A"'Adzhga

where W = Z(CQ+ D), W, Z e C*9 and
I = {M € Splg,Z) | M = E;y mod n},
ng) C Fgl’lz) C F;l) == SP(Q, Z)a

and the factor det(C'2 + D)7 has been eliminated.
Since 1"_5,1’2) 1s generated by

0 -E, A 0 E, B
E, 0 /> \o0o @) \o0o E

for all A € GL(g, Z), symmetric integral B with even diagonal ([M}).
Now we consider the two cases to prove the functional equation (6)
since the symplectic group Sp(¢,R) is generated by

0 -E, E, B »
(5 o) (% 5)s==
E

Case I. M = 09 ,%,‘B ) , where B is symmetric matrix. Then
9

the formula (6} reduces to :
IMQ+ B, Z) = (- 9D, 2)
Here we may take (s = 1, because
SMQ+ B, Z)= Y exp{mic(M(N(Q+ B)'N +2Z'N))}
NeZih0)
= Z exp{mo( MNB'N)} exp{mc{ M{NQ'N
N

+2Z'N))}
=0"(Q, ),
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and o MNB'N) is a character.

Case II. M = (}g —(;Ey
g
(13)

IM(—Q71, ZQ7Y) = (pr det(2)7 - exp{mic(MZQ~1Z2)9M(Q, 2).

). The formula (6} reduces to :

Tn fact, (13) is true with (s det(Q)? replaced by det M¥ . det(%-)%,
where the branch of the square root is used which has positive value
when § is pure imaginary. If f is a smooth function on R(*9), going
to zero fast enough at co, then f its Fourier transform is

Q)= irm) F(X)exp{2nio(M('X))}d X1y - d Xy

By the Poission summation formula({I],p.44)

> A= Y AN
Nez(h.9) NEZ(2.9)

we apply this with f(X) = exp{mic(M(XQ'X + 2X*Z))}. Then
S AN) = 9M@,2).

NeZ(hie}

To calculate f, we need the following integral :

Lemma 3.4. Forall Qe H,, Z €C*9,
Ah ) exp{mic(M(X QX 4 2X'Z))}dX 11 - dX g
=det M™% .det(il)*% exp{—mic(MZQ"1Z)}.
Proof.
/(,, , exp{mo(M(XQX +2XZ))}dX\; - - dXp,
je}‘cp{—mo(MZQ“l ‘Z)}-
/x o exp{mic(M(X + ZQ X + ZQ ")) }dXyy - - - dX -
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As both sides of the equality to be proved are holomorphic in £} and
Z, it suffices to prove they are equal when §) and Z are pure imaginary
matrices. Therefore we may assume

1 =1A'A, A is real positive definite symmetric
zZ =iy, Y ¢R®9),

Then the integral becomes :
exp{—mia(MZQ1Z)}. /U‘ . exp{—ma(M(X
+ Y (A4 AU(X +§’('A‘A}"))}dX“ - dXy,.
Replacing X by X + Y(A4!'4)7!, this becomes
exp{—mic(MZQ " 1Z)} /n L exp{ o (MXAUN )Xy Xy,
Substituting W = v/ MX 4, the above becomes
exp{—mo(MZQ~''Z)}
i{h‘g} exp{—na(WW)}(det VM) ~9(det A) " dWy; - - - dWh,
= exp{—mic(MZQ ™" 'Z){det( A'4)] "3 (det M) FII) TTY_

/ exp{—m Wy, )dW,,

=exp{—mo(MZQ~11Z)} det(—?)_%(det M™%,

~

We may now calculate f :
F(¢) =] exp{mo(M(XQ'X +2X'Z))}
R(5:8)
exp{2mio( M X )} dX 11 - - dX gy

= A(M) exp{mo(M(XQX) +2X{Z + O)))}dX11 -+ - dXp,

= det(M)_g' det{%-)Flz exp{—mig(M(Z + QY Z + ()}
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Therefore

Y AW

NeZzh:9)
g . _:
= (det M) Zdet(:) 2

Z exp{—mioc(M(Z + N)Qﬂl Z + N))}
NEZih.9)

= (det M)~ det( ?—)'% exp{-mi0(MZQ7"'Z)}

Z exp{mo(M(—NY}-Q ) (=N) + 2M(-N)"(ZQ "))}
NgZ(h,g)

= (det M)~ ¥ det(il)‘% exp{—ma(MZQTZWM (-7, Za™).
Thus
IMQ,2)= D AN = D f(v)

NeZik.g) NeZzZ(k.g)
=(det M)~ % det(%)*% exp{~mioc(MZQ 'Z)}-
IM(-Q~, Za™ ).

This is the formula (13). This completes the proof of the functional
equation (6).

Lemma 3.5. IfM ¢ I‘(;], 1e., M = Eyy; mod 4, then {ar = %1
in the formula (6).

Proof. In fact, 1“;) is contained in the group generated by matrices

(E 23) , ( E 0 ) , where B, C are symmetric matrices.[M]

0 E 2C FE
Casel. M= f): Zg) , B 1s symmetric matrix.

The formula (6) reduces to :

IM(Q + 2B, Z) = (MO, Z).
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Here we may take (py = 1, because in fact,

9M(Q + 2B, Z)
= Y exp{mo(MN(Q+2B)'N +2MZ'N)}

Nez(lh.g)

= Zexp{Zwid(MNB'N)} exp{mia( M{NQ'N + 2Z°N))}
N
= 9M(Q, Z).

E 0
Case I1. M_(QC’ E
Take C = —B. Then,

) , € is symmetric matrix.

- —E\
(gy 2;) (g'; of)(g 2}?}(% oE)'

—E

So the 8th root of unity (s involved in the formula (6} for 0

cancels out, and we have (jy = *1 in the equation for ( -9B 2))
D)

(we cannot say (p = 1 unless the appropriate branch of det(CQ+ D)?
is chosen).

Remark 3.6. 9§4(,0)? is a modular form of weight h and level
Y.

Proof. In formula (6) we take Z = 0. Then
MM < Q >,0)? = ¢}, det(CQ + DYM(Q,0)%.

By lemma 3.5,if M € I‘g ), then (s = +1. This completes the proof.

Theorem 3.7.  Let n be even integer. Then for all X, X>,Y),Y,
€ Lzho)

gM [;f:] (€,0) - 9M [f,:] (2,0
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is a modular form of weight 1 and level F§"2’2n2).
Proof. By lemma 3.2,

oMm|[ X1 D-N'C
-X1'B+ Y 'A -X;'B+Y;‘A
(M < >,0)
=(%; det(CQ + D)exp{—nic(M(X, ‘BDX, - 2X, ‘BCY;

+ Y, 'ACT))} - exp{—-mioc(M(X, 'BD'X, — 2X, ‘BCY,

](M<Q> 0)-19""[ Xz‘Dng‘C]

+ Y3 'ACY,))) - 9M [’é‘] (Q,0) - M [*’}f;] (2,0).

C D

P(gn’,an), then A=FE; mod n?, D=E, mod n? B=0 mod n?,
and C =0 mod n?, and 2n? divides the diagonals of B.and C, and
'AC, 'BD are symmetric, thus

o(Xy 'BD'X,), o(Y: 'ACY:), o( X 'BD'X2), and o(Ys 'AC'Y>)

are in 2Z.
Hence the exponential factors are equal to 1.

On the other hand, M € I“g"z’z“z’ lead us that

gm [ XiD-YC ]
—X{B + Y{A |

Since n is even, 1"2"2’2"2) C l"g‘). Thus (3, =1. M = (A B) =

(M<Q>,0)= oM [f)} (M<Q>,0),
1

and

XiD - YIC ] X
ﬂM[—)??B+12/‘2‘A (M<Q>,0)=§M[Y;](M<Q>,O),

by the definition of theta function. This completes the proof.

4. MIXED THETA SERIES

Definition 4.1. A function & : £{*9) x T2 T is called an
auziliary thete series of level M with respect to 2 € H, if it satisfies
the following conditions:

(i) ®(U, Z) is a polynomial in Z whose coefficients are entire func-
tions,
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(i) S(U+A, Z+AQ+p) = e~ T MOAXMND G Z) for all A, 4 €
Z(hry)‘

The space OEZM) of all auxiliary theta series of level M with respect
to  has a basis consisting of the following functions:

My | S

M [0} (QUA, g+ AQ) :

= Z € Z3h(\ + N 4 §)7 eme(MNTAR (N +5) + (1 AR (N+S))),
N

where § runs over the cosets M~1Z*9}/ Z2(h9) and J € Z(:(;g).

Definition 4.2. A real analytic function @ : R(%:9) x (OO R
is called a mized theta series of level M with respect to @ € H if @
satisfies the following conditions:

(1) ®(A,u) is a polynomial in A whose coefficients are entire func-
tions in complex variables Z = p 4 AQ € C("’_g ),

(i) B+ A, pt — i) = e MO G( A 1) for all
M i€ 2o

IfSeM1ZRD 249 and J € Z(;dg)’

M0 ['g] (R, 1+ Q)

— z (,\+N+S)Jema(M{{N-l-'S')Q'(N+S)+2(p+/\ﬂ)'(N+S)])
Nez(he)

1s a mixed theta series of level M.

Theorem 4.3. The mixed theta series 19(JM) [f}l] (2)A,0) is a

modular form of weight % and of level M with charater.

Proof. By the formula (5) in §3 it is trivial.

Corollary 4.4. If g = h, the mixed theta series ﬂ(JM) [g] {2\, 0)

1s a cusp form if A is non-zero matrix.
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