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ON ASYMPTOTIC ANALYSIS OF SINGULAR 
DIFFERENTIAL SYSTEMS 

A. Zagh rout 

The singular initial value problem dY / dt = μ F(t ， Y , μ) ， Y (O, μ) = YO, 
is considered. A deduct ive asymptot ic analysis is developed. With t hc 
aid of a local average value of the solution Y , asymptotic approximations 
of Y are invest igated . The main tool in our analysis is the method of 
T< rilov-Gogoliou bov-Mitropolski . 

1. Introduction 

In this sect ion we consider the singular initial value problcm 

dY 
μF(t ， Y , μ) ， Y(O , μ) = YO dt 

끼
 
” l ( 

whereF:Rx RnxR • Rn is defì ned in some connected subset G c Rn+2 ’ 
and F has the components 

J;( t , Yh ν2 ， ν3 ， νn ， μ) 

Our ma in hypotheses on F , to ensure the existence, uniqueness and con­
t inuation of t he solution Y(t , μ) of (1.1) , are: 

H , ) F is a cont inuous and uniformly bounded funct ion in G , where G = 
[Y : Y E D] x ι x I.μ ， D is an open bounded subset of Rn li"l[F(t , Y， μ)­

μ-v 

F(t , Y, 이] = 0 uniformly in (Y : Y E D) x 1, where 

ι ={t : O::;t , ∞} ， 1μ = {μ : 0 ::; μ < μo} 

H 2 ) F satisfìes a Lipschi tz condition with respect to Y in G i. e. 

IF(t , η , μ) - F(t , η， μ)1 ::; 시Y， - Y2 1 
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where η , Y2 E D and À is a constant. 

The existence, un iqueness and cont inuation of the solution Y( t , μ) can 
be obtained by the following two classicallemmas (for the proof see Roseau 
[6]) 

Lemma A . 1/ F satisfies the two hypotheses H. aηd H2 , then there exists 
a un ique solulion Y (t , μ ) o/lhe system (1.1) in 0 ~ t ~ T , YO E D wilh 
T= 콰 ψhere d is lhe disl.ance 0/ YO to the boundary 0/ D and M is 
defin ed by 

M =suPGIFI 

According to Lemma A, it is meaningful to study Y (t , μ) on the natural 
t ime scale μ 

Let T = t and Y*(T， μ ) = Y(~ ， μ) ， then we have the system 

dY' 
...J _ =F( ":"' ， Y. ， μ) ， Y' ( O ， μ) = Yó. 
dT μ 

(1.2) 

Lem ma B. Let 1 be a c/osed inter‘val such lhat, /OT T E 1, the unique 
solution Y ‘( T , μ ) 0/ the system (1 .2) exisls and Y' (T, μ) E J( ψhere J( is 
a compact subsel 0/ D . Then a unique conlinuation 0/ Y' (T, μ) exists in 
some open inlerval conlaini때 1. Furthermore, the solulion Y* ( T, μ) may 
be cOlltillued 10 all values 0/ T , /or which lhe continuatioll remains in a 
compact subset 0/ D 

It is ψell kηown lhat the initial value problem (1 잉 is equivalent to lhe 
inlegral equation 

Y(T， μ) = % + JF(E ， Y(T， μ) ， μ) dr 이
 ω
 

7 

1 
l 
A 

( 

According to t he asymptotic method (Krilov-Bogolioubov-Mitropolski 
[1]) , Y (t , μ ) can be approximated by the function Z(μt ) defìned as a so­
lution of 

dZ 
깅t μFo(Z) ， Z(이 =Yò 

where Fo(Z) = limT→∞ t Jt F(t ,z ,O)dt 
The approx imation is valid in t he sense that 

lY (t , μ) - Z(μt )l • o as μ • O 
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The validity is assured in an interval 0 :::: 1 :::: ~ w here L is a constant 
(independent of μ). 

We shall develop a deductive asymptotic analysis. A local average 
value of the function Y is defined. With the aid of this concept a deductive 
procedure establishes the fundamental of Krilov-Bogolioubov-Mitropolski 
under more general conditions 

We shall investigate asymptotic approximations of Y(I , μ) valid for 
μ • O. The definitions of asymptotic approximations are closely related 
to the definitions of orders of magnitude of functions. Let φ :RxR • Rn 
be any vector function with components <P h <P2 , <P3 ,' ", <Pn. vVe define 

|φ(1 ， μ)1 = ε I<pi (t , μ) 1 

and 
11φIIJ = 1딸f |φ (t ， μ)1 ， 

J denotes a bounded closed interval (which may depend on μ) and such 
φ is continuous on J , 8( u) wil\ denote a real positive continuous function 
of μ with the property that 

li II!c 8(μ) exists 
μ→u 

Such functions are called order functions 

Definition 1. φ (t ， μ) = 0(8) in J if there exists a constant K such that 
11φ IIJ :::: K8(μ) ， μ E 1.μ 

11φIIJ 
φ(1 ， μ) = O(J) in J if li II!c "-0"" = 0 

μ-→u 0 

Definition 2. 야1 is the time-scale of the transformation 

.,- = 8， (μ )t ， with 8， (μ) = 0(1) 

Furthermore φ·‘( .，-， μ) = φ(t ， μ). If J ‘ is the image of J under the trans 
formation .,- = 8, (μ )t ， then obviously 11φ IIJ = 11φ ‘ IIJ' = maxTEJ' I<Þ* I. 
Furthermore, {φ (t ， μ) = 0(8) in J} 수=> {φ‘( t , μ) = 0(8) in J‘}. Now 
we introduce the notion of uniform behaviour. 

Definition 3. If for a given time-scale 8;1 there exists an order function 
8 such that 
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φ*( T , μ) = 0(8) for all bounded closed I'-independent intervals J* then 
we shall say that 

φ*( T) μ) = 0(8) uniformly on the time-scale 8;1. 
Sim빠ly if φi’‘ (T ， μ) = 0(8) for all bounded closed I'-independent intervals 
J* then we shall say that 

φ*( T , μ) = 0(8) uniformly on the time-scale 8;1. 

Definition 4 . If there exists an order function σ such that φ*( T , μ) 二
0( .1) uniformly on every scale 8;1, then we shall say that φ (t ， μ) = 0(8) 
uniformly for t E I,. Similarly if φ*( T , μ) = 0(8) uniformly on every scale, 
then φ(t ， μ) = 0(8) uniformly in 1, 
Remark. It is easy to show that if, in the sense of Definition 4, a function 
φ ( t , μ) = 0(8) uniformly in 1, then there exists a constant J( such that 
|φI :s k8, t E 1, 
Definition 5. (i) Z ‘ (T, μ) is a (uniform) asymptotic approximation of 
Y’ ( T, μ) in It if Y*(T, μ) - Z*(T, μ) = 0(1) in 1, where T = .1, t 

(ii) Z*(T, μ) is a uniform asymptotic approximation of Y"( T, μ) on a 
time-scale 8;1 if Y*(T, μ) - Z"(T, μ) = 0(1) uniformly 011 that time scale. 

(iii) Z*( T, μ) is a uniform asymptotic approximation of Y*(t , μ) in 1, if 
Y*(T, μ) - Z"(T, μ) = 0(1) uniformly in I,. 

Also we shall need the following definition in the subsequent analysis. 
Definition 6. Do c D is an interior subset if the distance between 
the boundary of Do and the boundary of D is bounded from below by a 
positive constant, independent of μ for μ E 1. 

2. M ain Results 

Now we have the fo llowing result : 

Theorem 1. Assume that 
(i) th e fuηctio ns Y' and y 2 are define by 

y1 ( T， μ ) = Ya1+( F1 ( :' ， Y'(r， μ ) ， μ ) dr 
J O μ 

y 2(T, μ ) = 강 + /T E (E, Y2(r , μ) , μ)dr 
JO μ 

where Ya\ Y02 E Do, IYd - Y021 :s 80(μ ) ， .1o(μ) = 0 (1) 
(ii ) For all Y E D and 0 :s T :S a 

|R(r ) F2(r ， Y， μ ) 1 :S 8 1 (μ) ， 8， (μ) = 0(1) . 
μ μ 
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( i“페i 
solut ion y1끼(νTπ’ μ띠) exi“s t싫S Jor 0 ~ r 으 a, and in th생 inl erval 

ly1 (r ， μ) _ y2(r， μ)1 ~ óo(μ)e~' + Ó1(써(e~' - 1) 

where ), is the Lipschitz constaπ t defined in hypolhesis H2 • 

Proof 

ly1(r, μ) _ y 2(r , μ)1 ~ Óo (μ) + r !Fl(-~ ' y1 ， μ) - F2 (-~:. ， y2 ， μ) Id7' 
JO μ μ 

~ ÓO (μ)+J|R(E ， yI ， μ) - R(E， y2 ， μ)l d7 

+J l R (E ， y2 ， μ ) - R(E ， y2 ， μ) Id7 

Since y1 is a continuous function , it wi l1 remain in Do for some 0 < r ~ r1 
T hen by using (ii) and the Lipschitz condition we have 

ly1 - y 2
1 ~ óo (μ ) + 51 (μ)+ 파 ly1(r, μ ) _ y2(1', μ)ld7 페0 ， 1] 

Applying Gronwal1’s il1equality (see Coddengton and Levinson [2]) we get 

ly 1 - y 2
1 ~ óo(μ)e~' + Ó 1 (μ)i(eAT 1) 

T he continu ity of the solution y 2 is obtained from lemma B and y 2 “’ill 
remain in Do for μ su뻐cient ly smal l. For every cont inuation t he above 
estimate of ly1 - y 2

1 remains valid as long as y 2 remains in Do. Therefore 
the continuation and the estimate are valid in 0 ~ r ~ a. This complctes 
tbe proof. 

In this paper the essent ial t。이 for the study of such problems is the 
concept of local average value that will be introduce now. 

Definition 7. Consider the fun ction φ( t , μ) and a transformation T = 
Ó， (μ )t ， φ ( -1; ， μ ) = ψ(T， μ). A local average value φ(r， μ) of φ*( r， μ ) on 
the time-scale Ó;1 is given by 

T d 
띠
 

T + T η
 
、

φ
 

이
 
이
 
r 

I ’ ’ ’ n 
U 

l 

-뼈
 

= 씨
 

T 
~ 
에
 

(2. 1 ) 
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where Ó is some order function w뻐 ó(μ) = 0(1) 

Remark. In the above definition, the function <Þ( t , μ) is in fact averaged (in 
the usual sense of thê word) over a (small) distance on the ó; 1 time scale. 
The “smallness" of the distance over which the average is performed is in 
asymptotic sense, and is measured by the order funωon ó(μ). It is obvious 
that a “small" distance on the 이1 time-scale may be a “large" distance 
in the original t time variable. The average φ(7， μ) depends on the choice 
of ó(μ) ， which leaves us with a degree of liber t.y to be exploited later , in 
the analysis. Naturally, φ ( T ， μ) also depends on the time-scale ó깐， on 
which φ (t , μ) is investigated. The asymetry in the definiti~n of <þ( 7 , μ) 
(“forward" integration , T' ;::: 0) is chosen, because otherwise φ(0 ， μ) cOllld 
not be defin ed . Finally we remark that for the purpose of calculation , it is 
often advantageous to introduce an obvious change of integration variable 
7' = ÓT w hich yields 

iþ( 7, μ) = l φ*(7+87 ， μ )di 

T he usefulness of the local average values immediately appears from the 
following fllndamental result on the natural time scale 7 = μt 

Lemma 1. Let Y ‘ ( T , μ) be the solutioη in the interval 0 :::: T :::: a of the 
system (1.2), then 

(i) IY‘ (7 + 5i ， μ) - Y*(T， μ)1:::: Mói 

(ii) Y ‘ ( T, μ) = Y(T, μ)+ O(ó) 

(2.2) 

(2.3) 

샤μ
 

ι…
 

% 0 에
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μ
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이
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떼
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끼
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rr+8f r 

IY‘ (7 + ói , μ) - Y*(7, μ)1 :::: I IF(~ ， Y* (r, μ) , μ )Idr 
“ T μ 

< M87 

(ii) Using the definition of average values (2.1) we get 

Y(T, μ) lY ‘ (7 + 87, μ)di 

Y‘ ( T, μ) + lIY*(T + ói , μ) - Y*(T, μ )Idi 
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Using (2 .2) we get 

IY(r ， μ) - Y'(r， μ)1 ::; ~Mð 

which completes the proof. 
Now we investigate local averages of the functions Y"(r ， μ) defined 

as solutions of the sys tem (1.2). It is evident that the system (1.2) is 
equivalent to the integral system 

Y"(r， μ) = %+LTREY싸)， μ)dr (2 .4) 

According to (2.1) we find , for the local average 

Y(r, μ) = % + ll {LT+6F F(i, yi(π μ) , μ )dr }di (2.5) 

We shall deduce a relation for Y (r , μ) does not contain Y" (r , μ ) ， in the 
following result. 

Theorem 2. 1f 

Y" (r ， μ) = %+ /TF(r ， y·(r， μ) ， μ)dr 
JO μ 

then 

2 
r , 

i 
+ r l + T 쇄

 

J 
u 씨

 
씨
 

r 
i 

~ 
η
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카
 
μ
 

+ /T 

-
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R f 
l 
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7 , 
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l 
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<
-
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Proof We rewrite the right hand side of (2.5) as follows 

I 
j 

+ ~ T 」u 、

끼
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~ 
η
 

(2 .6) 

where 

Il = L1l6f F(i, y·(r， μ) ， μ)drdi 
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It is immediately obvious that 
lM2 

< 
-

1 

시
 

For the first integral on the right side of (2.6) , we make the substitution 
r = r' + 8'f and subsequently we interchange the order of integration. 1t 
follows that 

r 
시
 

+ T 」u 디
 니 

j 

, d 
씨
 

시
 
R 

-T <A 
U 

+ T η
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O 
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+ % --씨
 

T 
~ 
η
 

Finally we can write 

2 
r 
J + r 
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where 

ι = lfI lI F(E + ff, y·(T’ +8'f, μ) ， μ) F(r + ff, V(TI, μ) ， μ)d'fJdr'. 
JO -JO μ μ μ μ 

1n order to estimate h we use Lipschitz-continuity of F 

|ιI ~ À f lIY*(r' ， 8'f， μ) - ÿ(r'， μ )Id'fdr' 

and using lemma 1 we get 

|ιI ~ ÀM8r 

and the result follows. 
Using Theorem 1 and Lemma 1 (ii) we have the following result: 

Theorem 3. If 

Y*(r, μ) = % + LT F(E , y·(, , μ) , μ )dt 

then the /oca/ average Y(r, μ) ofY‘ ( r , μ ) can be approximat ed by the func­
tion Y"'(r ,u) satisfying: 

T 해
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We have 
Y(r , μ) = Y"'(r , μ)+0(5) ， 

and 
Y'(r , μ) = Y(r , μ ) + 0(5) , 

the estimates being valid on every closed interval on which Y(r , μ) exists 
and Y'" E Do. 

Remark. This theorem is the general and fundamental result, permitting 
approx:i mation of Y" (T, μ) by a function which is an approximation of the 
local average of Y ‘ (r , μ). 

Definition 8. The function F(t , Y , μ) is said to be a Krilov-Bogolio배ov 

(I< - B)-function if 

,T 

Fo(Y, μ)= 띠m (1jT) I F(t , Y , μ)dt 
J →。o JO 

exjsts. 
In the sense of definition 7, a local average value of F(rj5., Y" , μ) is 

given by 

F(rj8" Y' , μ) = (1 j5(μ ))10 μ) F((T/6s) + (, /6s) , y*, μ)dr ， 

where 8， (μ) = 0(1). 

Theorem 4. Let the system 

dY"jdr = F(rjμ ， Y. ， μ) 

have the solution Y ’ (T , μ) ， 1삐 

system 

d"jdr = Fo(") , 
have the solutio ,,( r) , 떼th ，，(이 = YO E Do , wheπ， 

Fo(") = 짧1jT f F(t ,'1 ,O)dt , 

Suppose that ,, ( r ) exists for T E [0, aJ and μ E I.μ ， then Y"( r , μ ) exists in 
the same interval and 

Y"(r , μ) = ,,(r) + 0(1) 
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where F 성 assumed to be (K - B) function 

Proof By hypothesis H , there exists an order function 02( u) = 0 (1) such 
that for all Y E D an d t E 1, 

IF(t , Y, μ) - F(t , κ 0)1 :<::: .52 (μ ) ，.52 (u) = 0 (1). 

It is c1ear that 

1 

ι
 

--+ r , a ψ
 

~1 Y / 

시
 

F T r l 
’ 
씨
 

+ % = “ ” T ~
끼
 

Y 

where 

|김 1 = M , {(.5,j.5) + .52}7, .5d .5 = 0(1) 

and M 1 is a constant independent of μ. Apply ing Theorem 1, we find that 

IY"' (7, μ) - I}(7)1 :<::: (lj>')M,(o,j.5 + .52)(eÀT -1). 

Hence, for anY interval 0 :<::: 7 :<::: a, for which η(7) exists, Y"'(7, μ) exists 
and 

Y"'(7, μ) = I} (7) + O( .5d .5) + 0(02 ) 

It follows, from Theorem 3, that 

Y*(7, μ) = η(7) + 0(.5,j.5) + 0( .5) + 0(.52) , 

Since .5(μ) O( 1) is an order function such that .5,j.5 = 0(1); I}( 7) , 
indeed , is an asymptotic approximation of Y*( 7 , μ) ， that is 

Y’ (7 ， μ) = I} (7) + 0(1). 

This completes the proof. 
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