23

Isolated Word Recognition using Modified
Dynamic Averaging Method
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translating themin to linguistic symbols,

In this paper, we propose new method for
making a templates of DTW recognition system,
DTW is tempalte matching method which stores
acoustic features as templates and compares with
test pattern and reference pattern, The reference
pattern means reference data which is compared
with test data in speech recognition system.

The method to make a reference pattern from
tokens is causal method, clustering method, linear
averaging method, dynamic averaging method, and
modified dynamic averaging method. In these
methods, recognition rate by DTW using modified
dynamic averaging method is the best as 97.6
percent.*

It is reasonable for small or medium scale of
vocabulary in the speech recognition system to use
recognition units as word umit than subword units
like phoneme or syllable. Therefore, this paper
carry out the recognition of isolated word of word
umut from 57 city names,

For ending point detection, ZCR and Energy
parameters is used and 12-order LPC cepstrum

coefficients was used for feature vectors.

[I. Reference pattern generation

1. Causal method®

Causal method is a reference pattern of word
from several tokens settled beginning and ending
point, that means taking an optional token and
express 12th LPC cepstrum coefficients. (It is called
the reference word template with it}

It has merit that an implementation is easy and
also it takes short time but on the other hand it
has fault that the reference pattern has noise
during pronocuncing. Thereforen, take one or more
tokens not to make that an unreliable token bec-
omes a reference pattern, and make template of

a reference word, sometimes i can be the template
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of a reference word,
At this time, vou'd better to have a inferval

to reduce an external noise during recording.

2. Averaging method.

Let’s suppose that use pronouncing M times per
lone word as trainingdata in order to create a
reference pattern of a word, The averaging method
Is a method that takes 12th LPC cepstrum coef-
ficient by the average value can be goi after
finding out beginning and ending point and getting
tokens of M numbers by averaging 12th LPC
cepstrum coefficients,

This method can reduce making an unreliable
reference pattern because it can get the average
value even if one(or two) of M numbers of token
is differnt from others. However, characteristic of
M numbers of token is very different from others,
at this moment characteristic of an actual word
can be had a distortion.

For such kinds of reason, this method is useful
for speech recognition system of speaker dependent
that training data has be different even through
pronounce same word for M times to make a
reference pattern. In this case, it is needed normaliz
ation of time axis before taking an average value.
According to method of normalization, averaging
method is divided into dynamic average and linear

average,

{1) Linear average®

Linear average is the method to get averaging
value that make each token linear time normaliz
ation after seeking token of each word from tra-

ining data.

The algorithm is as follows.

i ) Seek frame length. Ny{i==1---. M} hetween
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number of token, M and ith token and then get

the averaging length of the number of token, M.

E4

N= N,

e
M 2

ii ) Obtain normahized {eature vector of ith token

from i==0 to M.

R!(m)=a’ R|(k)+R|(k+l) (m={.,---M)

EPTOPIR. Il NP
Ke{l+y=p (m=D)]
Ni—1

ar——K—N—_l {m—1)

iii) Finally, seek the averaging [cature vector
of linear time normalization and make predict
coefficient or reflect coefficient used by this as

reference pattern.
R'(m)=—l\1/‘— :ZlIR.(m). m=l, <, M

Actually, dynamic average method needs many
times to peroform so generally we use linear

average method,

(2) Dynamic Average

Dynamic average is the method that finds out
an optimum path using dynamic programming first
and then traces an averaging value of tokens

according to it.
The algorithm 1s as toliows.
i1 et the averaging length of M oatier looking

for token numbers, M and the frame length of

token of ith, N,

M

> Ni

-1
N=qr 3

ii } INe—Ni=min |[N,—N}| i=1,--M

Get K'th token satisfied with above. and set

=1,

iii) When use the dynamic programming, put
kth token which is from {(ii) on reference axis
and putnth token on test axis, and then get an
optimum path w{m)} (m==1-+Ny).

Next, get the averaging value according to the

averaging value.

R'(m)=,l)

[Re(m)+R{wim))], (m=L,Ny)

iv) If nth token is the last in total number, M,
make a reference pattern after seeking predict
coefficient with R(m) (m=1,+ Ny} If not, R*
(m) becomes new Ry (m) {m=1,--N,) and goes

{iii) through n=n+1.

3. Clustering method™

It is very usual method and the order is as
below. First, get beginning point and ending point
from training data and then make tokens cluster
by clustering method. Nexl, get averaging token
from each cluster, There are many methods to

find reference token from clustering method.

The representative algorithm is as follows.

i 3 Seek token M from training data and frame

fength of ith token Ny{i=1.- M), then get number

el pron

weord bemplats . Ko the mavemnm
derauon NOI o atkd distortn thitestiold T max. St

k=], TRY=L

i) The averaging length of total number of



token, M

iii) Seek j which is satisfied with |N;—Ni|=min|
N)—Ni, i=1,--- M make jth token as reference

token R{m) (m==1,+-N;)

iv) Set up are refernce token Rp.,tm) (m=

L.--+N;J by linear average method,

v ) If n is larger than the maximum iteration
nurmber, NCT, it goes to (vi), }{ not, get distortion
value from R{m) and R ,(m), {m=1,--N;) and
set n=n+1, If distortion value is larger than dis-
tortion threshold Twax, it goes to (iv} and if it

is smaller then goes o {vi).

vi) Check TRY, if it 15 1, then goes to {(viil,

if not, goes to (viii).

vii) Get reference token R{m) and distortion
value from tolal number of token and when 1t
15 larger then Thex cancel that token and set M=
N~1. Set TRY=2 and goes to (ii).

viii} Get predict coeflicient or rveflect coetficient

then make reference word template.

ix) Check it 1s same or not with reference word
template what R wants, 1f same, finish whole
courses and 1f not. get new number of token M
which was cancelled tokens in (vii) and Nili=
t---N), then goes o { i),

The above can take one or ruore reference word
template, per one word, s0 1t has & good merit
W use ool noly specch recogmition svstent of ape
alser dependent bur also speech recognition system

o speaker indepeudent,

ARSI 1B 2 s

4. Modified dynamic Average method.

Modified dynamic average method is the method
that finds out an optimum path using dynamic
programming first as dvnamic average method and
then traces an averaging value of tokens according
to it. Bul it unlikes method that traces an avera-

ging value of tokens.
The algorithm is as follows.

i) Get the averaging length of M after Juoking
for token numbers, M and the frame length of
token of ith, N,

1 R

M m=1t N[

i) iNg=Ni=min {N;=N! i=1,--- M

Get k'th token satisified with above, and set

n=1.

i) When use the dynamic programming, put
kth token which s from {ii} on reference axis
and put nth token on test axis. and then get an
oplimum path w{m) (m=1--NiL

Next, get the averagmg value according to the:

optimurm path,

R‘[m]:—%ﬁ- i] [Retm)+Rytwimd !, fm=]

Ny
fl. Experiment resulit

b apeech rocogintion of the adependent speaies
duceniing 1o miodificd Jdavndnae cetage e P
as veference pattionT, W chost i 57 ot i
as the recognition vocibadary.

NMohfied dvimunie averige ot - Side T

A e e Lanotg woonds spokens e T
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three men respectively and we recognize with the
remained data which 1s not used by traimung data
of each speaker.

And also, in case of the other methods, we used

the same data for comparison,

1. construction for recognition svstem

Fig. 1 represents the speech recognition systern
according to proposed modified dynamic average
method, and all data fixed sampling frequency as
8KHz, LPF as 3.5KHz, feature parameter as 12th

LPC cepstrum coefficient.

f i
Lec
Cepstrum |
Coefficientj‘

Input |3.5 KHz 12 Bit Endpoint |

LPF A/ D Detection

@ode 1 ! mode 2

Reference Cnmpute Decision|Recognized
Pattern Distance rule word

mode 1: tranining set
nde 70 st set

Fig. 1 Block iagrum of recognition svseen

2. Recognition result.

In this experiment, reference pattern by DTW
is selected one template n cach word, Recognition
rate by generating reference pattern = showed in

table 1.

Table L Rovax vt cconliog B ey peelivsd
ilang: o)
f - ~ "
[T T ealn, A 1
Rt P’mern Ao BT 0 R Rdu’
I Leltsell i nill . o YR l
b . ;
| [ Ty
\ Y & I ‘
1
bl Ha

averagye metid

V. Conclusion

In this paper. we performed speech recognition
of independent speaker by DTW, with 57 city
names, and compared recognition experiment by
design melhod ol cach 1claence pattern,

As an resull ot comparison expernnentalion,
recognition accuracy by causal method is about
834 percent, linear average method 15 about 96.
6 percent, dynamic avcrage method is about Y.
8 percent, clustering method 15 about 96. percent
and modified dynamic average method 15 about
Y7.6 percent,

Therefore, it 15 proved that it 1s the best (v use
modified dynamice average method proposed in

this paper as reference pattern,
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