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A Segmentation Algorithm of the Connected Word Speech

by Statistical Method

(Biat Byl Jiikoll K dREE o SRoE dae

B &t Re 5 OB

(Jeong Ho Cho, Jae Keun Hong and Soo Joong Kim)

-

A RIME FREWS FRIEE AT #Hatmd Hkd

29 A, o) i 2f89) 2o FES

2 olE fe BV A FEF vl ez 3 o E 37
Bl HFFM o BRE HEshed FEHES o] HF
R, ek kol vis) R HRES T ERY RS &

At

A¥E

==

Foatach. o HEe 3@ AR
W OMLET o LS RE Bl Kajx
sde % @EE 2 Apolel fi

FoEl dnEE EbEC B AN LK
A, =FBEHE BBE FIF

Abstract

A statistical approach for the segmentation of speech signals is described in this paper. The main
idea of this algorithm is the use of three AR models. Two fixed models are identified at the
stationary parts of the signal before and after the spectral change. Changes are detected when the
distance between these two models is high. Another model is located between two fixed models
and is used to estimate spectral change time. This segmentation algorithm has been tested with
connected words and compared to classical methods. The results showed that it can provide
more accurate locations of boundaries of segments and can reduce the amount of oversegmentation.

1. Introduction

Connected word recognition is one of the most
interesting problems at the present stage of speech
recognition research since isolated word recogni-
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tion techniques have been improved up to a practi-
cally'highlevel, There have been two kinds of
approaches to recognize the connected words.
The first approach is a segmentation-free method,
which presumes that all frames might be word
boundaries. The basic strategy employed is the
technique of Dynamic Time Warping (DTW). A
set of concatenated reference patterns is matched
to the unknown word string. The concatenated
word which yields the best fit determines the
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recognition result and implicitly the word bound-
aries [1]-[4]. This approach has shown satis-
factory results in the case of relatively small and
limited vocabulary. But there are still many
unsolved problems. Both the processing cost
and massive storage make this approach unfeasible
for large vocabulary speech recognition appli-
cations,

A completely different approach which gives
some solutions to the above problems is to seg-
ment the word string explicitly before recognition
of segmented units is performed [5]-[8]. Because
of the size of the vocabulary, basic recognition
units are usually phonetic in nature, such as
diphones, phones, allophones. The key problem
in this approach is the segmentation of word
strings into basic acoustic units. One useful
approach for the segmentation of speech signals is
the statistically based method. There are three
basic methods of segmentation,

1) Brandt’s Generalized Likelihood Ratio (GLR)
Test [9]: This is an efficient simplified realiza-
tion of the GLR method of Willsky.

2) The Divergence Test proposed in [10]: This
procedure uses the J-divergence of conditional
distribution as a measure of distance between
models.

3) The Original Pulse Method [11]: This method
is derived from the previous one by taking into
account the special feature of the glottal excita-
tion in voiced speech.

An analysis of the behavior of speech signal
reveals that spectral change locations always
correspond to articulary or acoustic changes. The
above three methods may be powerful for detec-
tion of abrupt changes in spectral characteristics,
however, very often segmentation procedures
are ambiguous. In other words, they provide
erroneous boundaries or oversegmentation in
gradual spectral changes. Another failing of the
above methods is due to the fact that the locations
of models are sometimes chosen at the nonstation-
ary part of the speech signal. The work of Andre-
Obrecht shows that the three basic methods give
similiar results [11]. But from a computational
point of view, the divergence test gives the least
computational cost, so it is the best method to
preprocess the on-line speech signal in arecogni-
tion system.

The purpose of this paper is to give a presenta-
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tion of some segmentation algorithms based on
the divergence test, including new one, and to
compare their performance when applied to
connected words. Our approach presented here
uses three AR models: Two models are located at
the adjacent stationary parts of speech signal,
another model is located between them. By using
a convenient distance measure for comparing
them, the segment boundaries are detected. The
resulting algorithm turns out to a clearly less
computation-consuming procedure than other
methods, while providing a better estimate of the
segment boundary and reducing the amount of
oversegmentation,

II. Segmentation Based on Statistical AR Models

One general approach for the detection of
model changes in signals is shown in Fig. 1(a). The
observed signal (yn) is transformed into an innova-
tion sequence (en) which plays the role of a
cumulative error sequence, If no change occurs in
the underlying model structure, (en) resembles a
Brownian motion process with zero mean. When
the model changes, the mean of (eg) monotonic-
ally increases after the change. These properties
of (en) enable one to construct test statistics of
the cumulative sum type which is affected by the
model change via a change in drift. The use of
cumulative sum techniques based on theinnova-
tions e, or the squared innovations e? is a
standard approach for the detection of change
in AR models, Among the several approaches
based on the cumulative sum, we will describe
two algorithms applied to speech signals and then
propose a new algorithm.

For three methods we will discuss the observed
speech signal (yn) is assumed to be described by a
string of homogeneous units, each of which is
characterized by an auto-regressive (AR), or all-
pole model, whose parameters may change at some
unknown time 6, ie.,

P
Yn= Z a(im Yn-i +en
=1

var (ep) = dA (1)
where (e_) is a zero mean white noise sequence,
and /A=@a{™, -, a-(;) and ¢2 are the parameters of
the model. Before the model change, these
parameters are denoted as
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al™ =a!, 1 =i<p for n<8;

o =05, for n< 8 (2a)
After the model change, they are denoted as

a™ =aj, 1=i=p, for n=#;

& =d, for n=28 (2b)

Most often in practice the true parameter values of
the AR models before and after the change are
unknown. Moreover, the structure of the true
underlying models may be unknown, and then
AR models are used as a tool for the segmentation.
In order to detect the change in the model param-
eters, several models are estimated at different
time locations in signal, and their similarity is
evaluated by suitable test statistics.

In this section, we will describe: the divergence
test proposed in [10], [11] (section II-A); the
forward-backward divergence test proposed in
[11] (section II-B); and, the proposed method
(section II-C).

A. The Divergence Test

This method uses two AR models as indicated
in Fig.1 (b). An AR model M, is adjusted in a
global window and used as a reference model.
Another model M; is estimated in a moving win-
dow with a fixed size. When the two models
differ too much from each other the segmentation
is done,
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Fig.1. (a) Segmentation based on AR modes. (b)
Locations of the windows used in the
divergence test.
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The test is based on the monitoring of the
cumulative sum

U5 T (3)
where
i gyl Y gyl Y™)
T,= f FY") o d :
gy ) g.,( e e Ty
(4)
:(YV\» Yioaz, *tt > Y2, )’\)T (5)

In the above g°(yilYH), and g’(yi|Y1'1) are the
two conditional densities corresponding to the
models of Fig. 1{b). The Eq. (4) is a distance
measure which involves the cross entropy between
the conditional distribution of these two models,
which is in the Gaussian case given by

- l €o,n €1n af,)e.,n
Tn 2[2———~l (1—!—0z ” +
_i)]
(1 7 (6)
where
P
can=yn— 2327 Ynt a=0, 1

are the prediction errors corresponding to the two
different models. Before the spectral change i.e.,
n <@, the statistics U has a zero condmonal
drift, while after the spectral change i.e.,n 24, its
conditional drift is negative. A change detection
occurs when the global and moving models
disagree in the sense of the cumulative sum statis-
tics (3). The statistics (Un) has, for real imple-
mentation, the behavior indicated in Fig. 2(a).
When observing its crossing of a threshold A,
the delay for detection may belarge if the thresh-
old is too low. In order to reduce this delay
and obtain a good estimate of the change time,
one can apply Hinkley’s cumulative sum test to
detect a change in the drift of U [12]. It consists
of adding a positive bias § to T , and to observe
the deviation of the new cumulatlve sum U with
respect to its past maximum. The estnnated
change time 6 is the time at which the past
maximum is reached. The detailed procedure is
discussed in [10],[11].



154 1989 48 BT LBEANGE £ 6% H 4 8%

Ua The Practical Implementation
| g The global model M is sequentially identified
0 T n by a lattice method using the Burg algorithm, and
' A the moving model M; by the auto correlation

method [13]. Each of them has 16 LPC coeffi-
cients, The length of the moving model is 160
samples, corresponding to 20 ms,
Choice of bias is the key point. It is convenient
to choose different biases for voiced and unvoiced
(a) segments. . For this purpose, a coarse voiced/
unvoiced decision is performed using the energy of
U the signal, and the test is performed with

(6, N)=(0.4, 30) for voiced segment,
6, N')=(1.0, 60) for unoviced segment.
Discussion: The results of the experiment show
X the following facts.

‘While stationary segments of speech are well
located, the nonstationary segments are often
oversegmented.

(=
= SR

(b)
-Where the spectral properties change slowly,

Fig.2. (a) Behavior of the statistics (Un)' there are some omissions of segment bound-
(b) Hinkley’s test. aries, such as / ju / in Fig.4.
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Fig.3. The divergence test on the word: “-&4 # 2] o 74 /om sap t{a ri: jan gu sil/”
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Fig4. \The divergence test on the word: “7X 2 F 418 /ky tfan pal beek gu sicp juk/”

-On nonstationary segments where formantic
structure vanishes, there are some overseg-
mentation or badly located segments.

-The voiced stop consonants, such as/b/, /d/,
and g/, are often omitted or badly located.

‘A boundary of the stop consonant which
appears at the end of vowel is often omitted or
badly located.

. The Forward-Backward Divergence Test

The model set, the test statistics, and the pro-
cedures are the same as for the divergence method
except that a voiced segment, which is judged too
long, is processed backward with the same statis-
tics.

Introduce the minimal allowed length for two
voiced segments, and denote it by Lmin; assume
the signal (y;), > ; is processed forward sample-
by-sample; a spectral change is detected at time 6.
When the segment is voiced and 8§ > Lmin, the
backward procedure is fired as follows.

Step 1: Process backward, with the divergence
method, the whole sample

(628)
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If still no change is detected, the forward pro-
cedure is fired again from the instant §. Other-
wise, we proceed with the second step.

Step 2: Let ng be the last change location detect-
ed by the backward processing (i.e., the location
corresponding to the smallest time index k), then

{YK} 1sksn,

is accepted as the new segment, and the processing
goes on forward again from the sample Yny-
Discussion: The results of experiment showed
that the behavior of the forward-backward diver-
gence test is similiar to that for the divergence
test but small difference is as follows:
Some boundaries which have been omitted in
the divergence test are detected, suchas /ju/in
Fig. 6.

Some short stops are detected.

C. The Proposed Method
1) Estimation of the Spectral Change Time
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Fig.6. Results of the forward-backward divergence test on the word: “F % EuF-4] &/
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As it has been previously outlined, this method
uses three AR models as indicated in Fig.7. The
two fixed models M, and M, are located at the
quasi-stationary parts of the signal and another
model Ms is a moving model shifted along the time
axis from n, to n;. The problem of the choice of
these locations will be discussed later.

The basis for the following discussion is the
expectation

ol ol YY) ]
SCm E[bg g nl Y®) (7)
where

YS:[Yn—Ny"', ¥on-1, ¥n+1,°"% YnHJ (8)

g°(yn\YS) and gl(yn\YS) denote the two con-
ditional densities corresponding to the two fixed
models My, and M;, and SC(n) is an abbreviation
of “spectral change'’ The above is nothing but
the logdikelihood ratio between the two joint
probability laws p‘(yn_N, s Yoas Ypars oo
Y0 and Oy w¥pas Yas1s = Ypen)-
In the AR(p) Gaussian case the Eq. (7) has the
following form.

SC(n):%logé-i-;—‘%*é% (9)
where

a=E [(en)*)

a;,=E ((en)?) (10

(e"n)n and (el ),, are the sequence of innovations
of models Mo and M;, respectively. A more
convenient form is obtained by using the Itakura-
Saito distorition measure d ([ 14],

o

i
i H
! i

'
)

i
ng n—N n n+N n

Fig.7. Locations of the three windows for estima-
tion of segment boundaries.
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SCm) %[dmuxu)vnco(z)v%

N2
I

dis (1 X(2) 175 1G () 1)) (11
Here X(z) is the z-transform of the windowed
speech in model Ms' Go(z) and G, (z) are all-
pole filters corresponding to the two models M0
and M, , respectively. Viewed in Eq. (11), the first
term is the Itakura-Satio distortion between MS
and Mo. The second is the Itakura-Saito distortion
between Mg and M;. Whenn= ng, the model MS
is identical to model MO. As n goes to ng, Ms
becomes more similar to M; and less similar to
M,. Thus at last, when n= ny, M_ is identical to
M;. Therefore, as n goest from 1, to ny, SC(n)
varies from negative to positive, Especially when
SC(n)=0, the two Itakura-Saito distortions are
equal, i.e., moving model Ms has equal similarity
to two models, M, and M;. The analysis of the
speech signal in this point from several experi-
ments shows it is reasonable to assume that the
spectral change time is the time when Ms has
equal similarity to M0 and M, ie,, the absolute
value of SC(n) is minimum, Thus the spectral
change time estimate 0 is given by

f#=argmin | SC(n) I. for ne<n<n, (12)

The Itakura-Saito distortion is too sensitive to the
gain of model. So, when the gain of the two
models are greatly different, it is difficult to
estimate the change time accurately. Hence we
modify Eq. (11) using the gain insentive version of
Itakura-Saito distortion, i.e., the gain normalized
Itakura-Saito distortin dgy . In this case, Eq. (11)
becomes

SC’(n)=%[dGN(|X(z) 1251Go (2) 17) —

dan (1 X(2) 1%51G. (@) 1) (13)
and the spectral change time estimate is
8 =argmin | SC’ (n) | (14)

Fi.g 8 illustrates the procedure for estimating the
spectral change time.

2) The Locations of the Three AR Models

The two fixed models used here must lie on the
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Fig.8. Estimation of the spectral change time.

(a) speech signal.

(B dey (X(2) 25 Gi(2) 2).
(c) dey ( X(2) 2; Go(2) 2).
(d) SC"(n).

quasi-stationary parts of the signal, Fig.9 describes
the procedure for detecting the quasi-stationary
parts of the signal. The signal is processed frame-
by-frame. Assume that n denotes the index of the
current frame and n’ is a constant. The distance
Dadj(n) between (n-n‘) th frame and (n+n’) th
frame
Daa; (n) =den (| Xn_n’ (2) 175 [ Xnwn? (2) 17) (15)

is computed. Where Xn(z) is the z-transform of
the windowed speech in nth frame, When Xn_n,(z)
and Xn+n’(z) are in stationary parts of the signal,
D,y (n) has lower distance, while in nonstationary

Input speech |

(

LPC analysis

—— —

(

Calculation of D, (I) I

.

Smoothing of D,g, (I)

—

(

Finding the local minimums

Fig.9. The procedure for detecting the quasi-
stationary segments.
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parts it has higher distance. Hence, we regard the
portions where D,;(n) is locally minimum as
quasi-stationary parts and use them to identify
two fixed models. The moving model is located
between these two fixed models. For easy finding
of the local minimums, we smoothed D,;(n) by
using a simple mean filter. Fig, 10 illustrates an
example of this procedure.

A.A‘ TN llhh“.
.I“ hm......ll““lm. "

Fig.10, Detection of the quasi-stationary seg-
ments in signal. (a) speech signal.
(b) Dad-(n): the distance between (n-n’) th
frame and (n+n’) th frame. (c) smoothed
Dadj(n)'

M

ihits

3) The Pratical Implementation

Given two fixed models located at the adjacent
stationry parts of the signal, the distance between
M, and M, is calculated to test whether a signifi-
cant spectral change occurs or not. Though the
gain normalized Itakura-Saito distortion is suitable
for this purpose, it has a drawback of asymmetric-
ity, i.e.,

dan (1 Go (2) 151Gy (2) 1?)

daN“Gl(Z)’zy"Go(Z)lz) (]6)

This sometimes gives a failing in detecting the
spectral change, hence, we used the following
distance measure dsc for this purpose,

dsc=max (den (1 Go (z) 1251 G, (2) 17),

ch(,GI(Z),z;fGo(Z)lz)] (17)

The practical procedure for segmentation is as
follows.
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Step 0: A model M0 is adjusted in location
where the first local minimum of D (n) occurs
and the other model M, is in the second local
minimum,

Step 1: Calculate the distance dg between M0

and M;. When the distance is lower than a certain
threshold A, i.e.,
dsc <A, (18

then go to step 3. Otherwise ie., when the two
models differ too much, process step 2.

Step 2: Let n and n, denote the locations of
the two models, M0 and M, respectively. Calcul-
ate SC'(n) is Eq.(13) where n goes from n to n,
in step n,. Then, the time index ¢’ where SC'(n)
has minimum absolute value is regarded as an
estimation of the spectral change time.

Step 3. The model M; becomes Mo and the
model M, is adjusted in the next local minimum,
Return to step 1,

LPC Analysis: Hamming window of 160
samples (20ms) is applied to the speech signal.
The window is advanced in step of 40 samples
(5ms) to get the next frame. For each frame, the
16 LPC coefficients are computed using the
autocorrelation method [13]. The three models

A Segmentation Algorithm of the Connected Word Speech by Statistical Method 159

have the same length of windows of 160 samples
and each of them has 16 LPC coefficients,

Choice of the A, n’ and ng: From several
preliminary experiments, we choose them as
follows:

A=1.0,
n'=2 frames,
n=8 samples (1ms)

Discussion: Fig. 11 and 12 show the results of
the proposed method. Following is noted.

-This reduces the amount of oversegmentation
in nonstationary segments.

- The boundaries of segments are more accurate
compared to those of the previous two
methos.

-The boundaries of the short stops are some-
times omitted.

1. Experimental Results

The segmentation schemes described earlier
have been implemented on a IBM-PC/AT. The
block diagram of the system is shown in Fig. 13.
The speech signals were sampled at 8 KHz rate,

———MWWWMWW————WMM\ MMMMWWWW“‘WW
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Fig.11. Results of the proposed method on the word: “&A4 A2} d-F4/em sap tfa

ri: jan gu si:l/”



160 1989% 48 BT IBR@MLE H26% % 4 %

LrxJuf [ 4

1

l”““lll Hmhi aenlliill }I! llh““mmllll“n A(_“_mﬂuhn

el bl Y A
b Al

L& [ [ v s

TITTTTIN it “” l”h)lmmu i AT 'H mhm TR i i

Ja AL SN L A
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Speech—af Bandbass L up L4 pre emphasis phonemes must be separated by a boundary, even
- o if their realization can be only one transient unit.

20 —3400H: H (2} =1-0.952"" . N
! * lzbis : ‘ The three performance criteria of the :segmen-

- tation algorithms for comparison are as follows:
LPC analysis = S:f:;ﬁz:“on

p=16 1) Amount of the oversegmented segments
2) Amount of the omitted segments
Fig.13, Block diagram of overall system. 3) Amount of the badly located boundaries

(when a detected boundary is apart from its
true boundary more than 10 msec, it isregarded

digitized to 12 bits, and LPC analyzed using the as a badly located boundary).
16 pole model.

The data base of 10 phonetically balanced words, The results of experiments are summarized in
in Korean, spoken by 10 different adult speakers Table 1. It shows that the proposed one is the
(S male, 5 female) was used. A total of 1390 ~ most preferred algorithm in its performance.
phonemes was contained in this data base. One of the key features of the proposed algorithm

A number of experiments have been carried is its ability to eliminate spurious segments in the
out which concentrate on two main topics. The transient portions of the signal. For 1390
first is a performance comparison of the three phonemes in data base, it detected 1493 segments
methods described in the previous section and which is much less than those of other methods.
the second topic is an analysis of segmentation A second point to note is that the proposed
eITorsS. algorithm can give more accurate boundaries

compared to other methods, As for the amount of
1. Performance Comparison of the Three Methods omissions, all the three algorithms gave the simijlar
For objective evaluation, we assumed that two results in this data base,

(633)
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Table 1. Comparison of three methods.

No.of phonemes No. of detected No. of bad No. of
segments locations omission
Di thod
'vergence metho 1390 1691 329 164
method
F d-backward
orward-backwar 1390 2010 206 138
divergence method
Proposed method 1390 1493 57 145

2. Analysis of Segmentation Errors

We describe omissions, oversegmentation, and
bad location of segments
Omission of a segment: It arises on the short
segments such as the stop consonants. The voiced
stop consonants /b/, /d/, and /g/ are transient,
noncontinuant sounds which are produced by
building up pressure behind a total constriction
somewhere in the oral tract, and suddenly releas-
ing the pressure, They are highly influenced or
coarticulated by the vowel which follows the stop
consonant, Therefore the previous assumption
that the speech signal is described by a string of
homogeneous units is not valid, thus the three
method, in most cases, give omissions of these
consonants, The unoviced consonants /p/, /t/,
and /k/ which appear at the end of a word are
are produced by total closure of the vocal tract,
thus following the period of closure, there is a
period of aspiration. The waveforms of them
give little distinguishing features. Therefore, all
the three algorithms which are based on the
detection of the spectral change do not work well
on these consonants. When a slow spectral change
occurs on the transition portion of two vowels, the
divergence test sometimes gives omission of a
boundary between them. The forward-backward
divergence test removes some of these omissions,
but there still exist some omissions.
Oversgementation: It often occurs on the
portions as follows:
- Both ends of a voiced phonemes
- The portions where gradual spectral change
arise,
- Noisy segments
. Unvoiced segments.
When using Hinkley’s test, the value of § in-
fluenced greatly on the amount of oversegmen-
tation. When & is too low it increases the overseg-

(634)

mentation, while a too high value of § gives many
omissions of segments.

Bad location of a segment: The results of the
divergence test and the forward-backward diver-
gence test show many bad locations. This is
due to an understimation of moving model M, in
the neighborhood of the transition. While using
the proposed method, there are only a few bad
locations,

IV. Conclusions

In this paper, we have presented a speaker-
indpendent segmentation of speech signals based
on three statistical AR models. Two fixed models
are located at the quasi-stationary parts of signals
and between them another moving model is
located. Changes are detected when a distance
between these two fixed models exceeds a preset
threshold and then the procedure for estimating
the change time is executed. The proposed
method has been compared to classical methods
via experiments, and the improvement in perform-
ance was shown., The main features of the
algorithm are summarized as follows:

-The algorithm uses robust statistical models.

It yields a very reliable and speaker-independ-

ent segmentation.

» Two fixed models are identified at the quasi-
stationary parts of the signal before and after
spectral change. Thus precise identification of
the parameters is possible. This gives a more
accurate detection of spectral change.

- Since the relative distances, one from model M
and Mo, the other from model MS and M, , are
used to estimate the spectral change time,
there is no need to set a threshold value. This
is also suited for a speech signal where a
gradual spectral change arise, and can reduce
the amount of oversegmentation.
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The segmentation is performed on overlapping
frames. When a spectral change is detected, the
frame is shifted in less smaller step for more
accurate detection of the change time. This
substantially reduces the computational cost
while maintaining the accuracy of the spectral
change time,
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