followed by $\mathrm{CH}_{2} \mathrm{Cl}_{2}$ afforded unreacted $a, a^{\prime}$-dibromo-pxylene. Elution with a mixture of $n$-hexane and ethyl acetate ( $2: 1, \mathrm{v} / \mathrm{v}, 85 \mathrm{ml}$ ) gave an unknown compound ( 11 mg ). Elution with the same solvent mixture ( $1: 1, \mathrm{v} / \mathrm{v}, 60 \mathrm{ml}$ ) gave $23(112 \mathrm{mg}, 0.15 \mathrm{mmoles}, 2 \%) ;{ }^{1} \mathrm{H}$ NMR( $\left.\mathrm{CDCl}_{3}\right) \delta 4.45(\mathrm{~s}$, $4 \mathrm{H}), 4.64(\mathrm{~s}, 4 \mathrm{H}), 5.26\left(\mathrm{~s}, 4 \mathrm{H}, 2 \mathrm{NCH}_{2}\right), 7.00 \cdot 7.50(\mathrm{~m}, 18 \mathrm{H}$, $\mathrm{ArH}), 7.66-7.94(\mathrm{~m}, 2 \mathrm{H} .=\mathrm{N} \underset{(\mathrm{O}}{\mathrm{H}}$ ); MS m/e(Rel. int) 183(58.1, $\left.{ }^{+} \mathrm{CH}_{2}-(\mathrm{O})-\mathrm{CH}_{2} \mathrm{Br}\right), 185\left(53.5,{ }^{+} \mathrm{CH}_{2}-\left(\mathrm{O}-\mathrm{CH}_{2} \mathrm{Br}\right)\right.$. Elution with the same solvent mixture ( $1: 2, \mathrm{v} / \mathrm{v}, 100 \mathrm{~m} \mathrm{l}$ ) gave 24 ( $1,191 \mathrm{mg}, 2.36$ mmoles, $35 \%$ ): ${ }^{1} \mathrm{H}$ NMR (CDCl ${ }_{3}+$ DMSO-d $_{6}$, $5: 1, \mathrm{v} / \mathrm{v}) \delta 4.50\left(\mathrm{~s}, 4 \mathrm{H}, 2 \mathrm{SCH}_{3}\right), 5.23\left(\mathrm{~s}, 4 \mathrm{H}, 2 \mathrm{NCH}_{2}\right), 6.61$
 $(\mathrm{m}, 6 \mathrm{H}, \mathrm{ArH}), 7.58 \cdot 7.90(\mathrm{~m}, 2 \mathrm{H}, 2=\mathrm{N}$ ค $) ; \mathrm{MS} m / e 540$ ( $\mathrm{M}^{+}$).

Reaction of 22 with 2. Sodium naphthalenide (2) was added to a suspension of $\mathbf{2 2}(1,433 \mathrm{mg}, 3.56 \mathrm{mmoles})$ in $30 \mathrm{~m} l$ of THF at room temperature under $\mathrm{N}_{2}$ atmosphere until green color of 2 persisted. The reaction mixture was quenched with water, followed by the extraction with ethyl acetate. After the solvent was evaporated, the residue was chromatographed. Elution with chloroform $(130 \mathrm{ml})$ afforded a mixture of naphthalene and 1,2 -di-p-tolylethane ${ }^{12}$ ( 228 mg , $1.08 \mathrm{mmoles}, 61 \%$ ). Elution with acetone $(80 \mathrm{ml})$ gave $\mathbf{1}(869$ $\mathrm{mg}, 5.79$ mmoles, $81 \%$ ).

Reaction of 24 with 2. As in the reaction of 22, 2 was added to a suspension of $24(965 \mathrm{mg}, 1.91 \mathrm{mmoles})$ in 30 ml of THF. The reaction mixture was worked up as in the previous reaction. Elution with $n$-hexane ( 150 ml ) gave a mixture of naphthalene and 1,2 -di-p-tolyethane. Elution with a mixture $(90 \mathrm{ml})$ of $n$-hexane and ethyl acetate ( $3: 1, \mathrm{v} / \mathrm{v}$ ) gave 1 - $p$-tolylmethyl) benzimidazoline-2-thione $(25,155 \mathrm{mg}, 0.61$ mmoles, $32 \%$ ): mp $201-202^{\circ} \mathrm{C}$ (ethyl acetate-n-hexane, $1: 10$, $\mathrm{v} / \mathrm{v}) ;{ }^{1} \mathrm{H} \mathrm{NMR}\left(\mathrm{CDCl}_{3}\right.$-DMSO-d $_{6}, 3: 1$, v/v) $\delta 2.24(\mathrm{~s}, 3 \mathrm{H}, \mathrm{Me})$, $5.49\left(\mathrm{~s}, 2 \mathrm{H}, \mathrm{CH}_{2}\right), 6.88 .7 .34(\mathrm{~m}, 8 \mathrm{H}, \mathrm{ArH}), 12.60(\mathrm{~s}, 1 \mathrm{H}, \mathrm{NH})$; MS $m / e 254\left(\mathrm{M}^{+}\right)$. Elution next with the same solvent mixture (2: $1, \mathrm{v} / \mathrm{v}, 170 \mathrm{ml}$ ) gave an unknown ( 157 mg ) and $\mathbf{1}(282$
$\mathrm{mg}, 1.88$ mmoles, $49 \%$ ).
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#### Abstract

Applying the topological theory of rubber elasticity which was suggested by K. Iwata to the newly devised body-centered cubic lattice model, the authors calculated the values of four terms of the free energy to form polymer networks. Finding the projection matrix of the BCL model, and comparing this with the values of the simple cubic lattice (abbreviated to SCL hereafter) model of $K$. Iwata, the authors obtained the stress versus strain curves and found that the curves are in good agreement with the experimental results of poly(dimethyl siloxane) networks.


## Introduction

Rubber elasticity theories are classified into two catego-
ries. One is the phantom network theories (PNT) ${ }^{1-12}$ and the other the topological ones (TNT) ${ }^{13-15}$. In the former, the stress of networks is regarded as coming from the entropic


Figure 1. A diagram representing GLC's and position vectors $\rho$ 's and bond vectors b's in two loops $\alpha$ and $\beta . Q$ and $R$ denotes momentary variation fietds of $S_{a}$ and $S_{\beta}$, respectively. $\rho_{k}$ is a parameteric position vector determined by a parameter $S_{k}$ which takes the variation field within the segment at any moment, the subscript $k$ being $\alpha$ or $\beta$ for loops.
forces acting between ends of cross-linked polymers (strands), while in the latter, it is regarded as coming from the topological forces among entwing strands. It is believed that both the entropic forces and the topological ones contribute to rubber elasticity. But it is yet in controversy which is the main factor of this phenomenon. To solve the problem, the two forces must be considered simultaneously on the same theoretical background. This approach has first been tried by Deam and Edwards. ${ }^{13}$

In the present work, the authors propose a newly devised model of which the junction points form a body-centered cubic lattice and four strands connected to a junction point make a tetrahedral arrangement (hereafter, we call it the BCL model). Applying the topological rubber elasticity theory of K. Iwata ${ }^{1618}$ to this BCL model of networks, the authors calculated the projection matrix $\Gamma^{\#}$ which is the most important factor necessary to calculate the free energy of networks, and obtained the stress versus strain curve of poly (dimethyl siloxane).

## Transformation Matrices

The important idea ${ }^{17}$ of a topological theory is that of the interaction among strands in the network. A word strand means a polymer chain which joins two neighboring junction points. A word junction point means the jointing part of strands in the networks.

In the TNT or PNT, polymers having elasticity are regarded as composed of the network which consists of a great number of junction points and strands. In general lattice models, a fundamental unit, which describes the physical properties of the whole network system, is called a cell.

In the TNT, it is assumed that the network, is a set of regular arrangement of cells. Three assu. nptions of the TNT are as follows:
(1) The network is composed of $N_{c}$ identical cells, each of which consists of sufficiently large number of strands and junction points. Let $N_{T}$ be the number of total junction points of the network.
(2) The network is a set of cyclic arrangement of cells.
(3) Under a strain relative displacements of mass centers of cells are exactly affinelike.

It is necessary to introduce the conception of a GLC

repulsive

attractive

Figure 2. Topological states and GLC's, i.e., $T_{o \beta}$ 's, for the ring polymers $a$ and $\beta$. If $T_{a \beta}=0$, then there is a repulsive force between loops, otherwise there is an attractive force.
(Gauss Linking Coefficient). Let's define $T_{a \beta}$ to be the GLC between loops $\alpha$ and $\beta$ and $\theta_{a b}$ the GLC between strands $a$ and $b$ as follows:

$$
\begin{align*}
& T_{a \beta}=\frac{1}{4 \pi} \oint_{a} \oint_{a} \frac{\left(\dot{\rho}_{a} \times \dot{\rho}_{A}\right) \cdot\left(\rho_{a}-\rho_{\beta}\right)}{\left|\rho_{a}-\rho_{b}\right|^{3}} d S_{a} d S_{\beta}  \tag{1}\\
& \theta_{a b}=\int_{\tau_{a}}^{r_{a}^{\prime}} \int_{\tau_{b}}^{\tau_{b^{\prime}}} \frac{\left(\dot{\rho}_{a} \times \dot{\rho}_{b}\right) \cdot\left(\rho_{a}-\rho_{b}\right)}{\left|\rho_{a}-\rho_{b}\right|^{3}} d S_{a} d S_{b} \tag{2}
\end{align*}
$$

where $\rho_{k}$ is a position vector determined by a parameter $S_{k}$ which takes the variation field within the segment at any moment and $\dot{\rho}_{k}=d \rho_{k} / d S_{k}$, the subscript $k$ being $\alpha$ or $\beta$ for loops and $a$ or $b$ for strands. The picture illustrating the meanings of Eqs. 1 and 2 is given in Figure 1. Here two pentagonal loops $\alpha$ and $\beta$ are shown. Loops $\alpha$ and $\beta$ are composed of five segments respectively. Position vectors of segments in loops are represented as the ones joined directly from the origin of the network system to center points of segments. If we let $r^{\circ}$ and $r^{\beta}$ be the sets of position vectors of loops $\alpha$ and $\beta$, respectively, we have

$$
\begin{align*}
& r^{a}=\left\{r_{1}^{a}, r_{2,}^{a}, r_{3}^{a}, r_{4}^{a}, r_{5}^{\alpha}\right\} \\
& r^{b}=\left\{r_{1}^{a}, r_{2,}^{s}, r_{3}^{s}, r_{1}^{a}, r_{s}^{\beta}\right\} . \tag{3}
\end{align*}
$$

A bond vector $b$, which joins the center points of two neighboring segment, is defined by

$$
\begin{equation*}
{ }_{2+1}-r_{4} \tag{4}
\end{equation*}
$$

Thac octs of bond vectors $b^{b}$ and $b^{a}$ of loops and $\beta$ are given by

$$
\begin{align*}
& b^{\alpha}=\left\{b_{1}^{\alpha}, b_{2}^{\alpha}, b_{3}^{\alpha}, b_{1}^{a}, b_{5}^{\alpha}\right\} \\
& b^{\alpha}=\left\{b_{1,}^{\alpha}, b_{2,}^{s}, b_{3}^{\rho}, b_{1,}^{A}, b_{3}^{\alpha}\right\} \tag{5}
\end{align*}
$$

In general, there are a great number of loop GLC's, such as $T_{j}, T_{j}$, and etc. Let $T_{0}$ and $\theta$ be the sets of loop and strand GLC's, respectively. Let $T_{1}$ be a subset which meets the condition that all elements of $T_{0}$ should be represented as linear combinations of elements of $T_{1}$. Now the transformation matrices between the sets of loop and strand GLC's are given by

$$
\begin{align*}
& T_{0}=\theta C \\
& T_{1}=T_{*} B \\
& T_{1}=\theta \Gamma \\
& \Gamma=C B \tag{6}
\end{align*}
$$

where $T_{0}, T_{1}$, and $\theta$ are $n_{0}, n_{1}$, and $n_{2}$ dimensional row vectors, respectively, and $\Gamma$ is $n_{2} \times n_{1}$ dimensional matrix. $n_{0}$ is the number of GLC's of $T_{0}, n_{1}$ that of GLC's of $T_{1}$, and $n_{2}$ that of GLC's of $\theta$. Let $\tau$ be any element of $T_{1}, r^{0}$ the set of position vectors of junction points in the reference state, and $r$ the set of those in any state. For a given state let $F$ be the free energy of the system, $\boldsymbol{F}$ the topological distribution
function, and $V(\lambda)$ the volume under the macroscopic strain $\lambda$, then the free enrgy $F\left(\lambda, r^{0}\right)^{17}$ is given by

$$
\begin{equation*}
F\left(\lambda, r^{\circ}\right)=\sum_{\tau}\left\{-k T \ln \int_{n \lambda .} \Psi(r, r) d r\right\} \Psi\left(\tau \mid r^{\circ}\right) \tag{7}
\end{equation*}
$$

where $(\tau \mid, 0)$ is the conditional distribution function given as a function of $\tau$ when the position vectors are fixed at $r^{\theta}$. The total free energy of the network $F$ may be separated into four terms as follows:

$$
\begin{equation*}
F=F_{\mathrm{h}, \mathrm{ph}}+F_{0 . t \mathrm{top}}+F_{1}+F_{2} \tag{8}
\end{equation*}
$$

where $F_{0, p h}$ is a term coming from the entropic force acting between ends of the strands, and $F_{0, t a p}$ is one coming from the topological interaction among the strands when all the junction points deform affinely. $F_{\mathrm{I}}$ is a correction term due to nonaffine displacement of the junction points, and $F_{2}$ is one due to the fluctuation of $\theta$. Transition matrices of Eq. 6 contribute only to $F_{2}$.

It is likely good to go on after considering the meanings of $T_{a \beta}$. As shown in Figure 2, $T_{a \beta}$ has the only integer values. When $T_{a \beta}=0$ there is a repulsive force, while in case that $T a \neq 0$ there is an attractive force between loops $\alpha$ and $\beta$.

A generalized inverse ${ }^{26}$ of any matrix $A$ is defined by

$$
\begin{equation*}
A^{+} \equiv\left(A^{t} A\right)^{-1} A^{t} \tag{9}
\end{equation*}
$$

where $A^{t}$, of course, is a transpose of $A$, and $\left(A^{t} \mathrm{~A}\right)^{-1}$ is an inverse matrix of $A^{\dagger} A$. The projection matrices of $\Gamma$ and $C$ are given by, respectively,

$$
\begin{align*}
& \Gamma^{*} \equiv \Gamma\left(\Gamma^{2} \Gamma\right)^{+} \Gamma^{*} \\
& C^{*} \equiv C\left(C^{2} C\right)^{+} C^{t} \tag{10}
\end{align*}
$$

According to proofs ${ }^{17}$ of matrix relationships,

$$
\begin{align*}
& \Gamma^{\prime}=C^{\prime} \\
& \operatorname{Tr} \Gamma^{\prime}=\operatorname{Tr} C^{\prime \prime}=n_{1} \tag{11}
\end{align*}
$$

whre $n_{1}$ is the number of elements of $T_{1}$. In other words, $n_{1}$ is the number of effective loop pairs. $\Gamma^{\prime \prime}$ should be found according to the given model of the network as shown later more clearly.

## Distribution Function and Free Energy

In the PNT or TNT, the free energy of networks is obtained from the distribution functions of junction points and strands. The conditional distribution function $\Psi(\tau \mid r)$ is given by

$$
\begin{align*}
& \boldsymbol{T}(\tau \mid r)=\int_{\tau-1 / 2}^{\tau+1 / 2} \int \delta(t-\theta \Gamma) \Pi_{\rho}\left(\left(1-G_{\rho} / H_{\rho}\right) \delta\left(\theta_{\rho}\right)\right. \\
& \left.\left.+\left(G_{\rho} / H_{\rho}\right) 2 \pi H_{\rho}\right)^{-1 / 2} \cdot \exp \left(-\theta_{\rho}^{2} / 2 H_{\rho}\right)\right] d \theta d t \tag{12}
\end{align*}
$$

where $\delta$ is a delta function. $G_{P}$ and $H_{P}$ are given by, respectively

$$
\begin{align*}
& G_{p}(\gamma)=\nu^{\prime 2} \gamma g_{p}(r)  \tag{13}\\
& H_{p}(\gamma)=\nu^{\prime 2} \gamma h_{p}(r) \tag{14}
\end{align*}
$$

where $\gamma$ is a characteristic parameter for the given model, and $\nu^{\prime}$ is the number of submolecules included in a strand. It is assumed that every strand has the same number of submolecules, and that every submolecules has the same number of segments. In Eqs. 13 and 14, $p$ stands for the bond pair of the strands $a$ and $b$, and $r$ is represented by

$$
\begin{equation*}
r=\left\{r_{a} r_{a}^{\prime}, r_{b n}, r_{b}^{\prime}\right\} \tag{15}
\end{equation*}
$$

where $r_{a}$ and $r_{a}^{\prime}$ are the position vectors of end points of the strand $a$, and $r_{b}$ and $r_{b}$ are those of the strand $b$. Let the letter $\mu$ denote the bond pair of the submolecules $a_{i}$ and $b_{j}$ and the letter ${ }^{\prime \prime}$ that of the submolecules $a_{i}^{\prime}$ and $b_{j}^{\prime}$. When the vector $r$ is fixed, let $P_{p h}\left(O_{\mu} \mid r\right)$ be the distribution function of single contact obtained when the bond pair $\mu$ is formed, and $P_{p h}\left(O_{u, p} \mid r\right)$ that of double contact obtained when the bond pairs $\mu$ and $\mu^{\prime}$ are formed between two strands in a phantom network. Then the $g_{p}(r)$ and $h_{p}(r)$ in Eqs. 13 and 14 are given by

$$
\begin{align*}
& g_{\rho}(r)=\nu^{-2} \sum_{\mu=1}^{\nu^{2}} P_{\rho h}\left(0_{\mu} \mid r\right)  \tag{16}\\
& h_{\rho}(r)=\nu^{\prime-1}\left[g_{p}(r)\right]^{-1} \sum_{\mu=1}^{\nu=2} \sum_{\mu=1}^{\nu \cdot z} P_{\rho h}\left(0_{\mu \mu \mu} \mid r\right)
\end{align*}
$$

where $g_{p}(r)$ is the value of the mean single contact probability and $h_{p}(r)$ that of the mean double contact one between submolecules in two strands.

The distribution functions $\mathbf{Y}(r, \tau)$ and $\mathbf{\Psi}(\boldsymbol{r} \mid, \boldsymbol{r})$ can be expressed as

$$
\begin{align*}
& \Psi(r, \tau)=P_{\rho h}(r) \Phi(\tau \mid r)  \tag{17}\\
& \Psi\left(\tau \mid r^{\circ}\right)=\int_{\tau-1 / 2}^{\tau+1 / 2} \Psi_{1}\left(t \mid r^{\circ}\right) d t
\end{align*}
$$

where $P_{p h}(r)$ is the distribution function of junction points in a phantom network. When the network is in the topological state $\tau$ and occupies a volume $V(\lambda)$ whose shape is determined by $\lambda$, its free energy is defined by

$$
\begin{equation*}
F(\lambda, \tau)=-k T \ln \int_{w(\tau)} \Psi(r, \tau) d r . \tag{18}
\end{equation*}
$$

Then the free energy averaged over the set of $r^{0}$ is given by

$$
\begin{equation*}
F\left(\lambda, r^{\circ}\right)=\sum_{r} F(\lambda, \tau) \Psi\left(\tau \mid r^{\circ}\right) \tag{19}
\end{equation*}
$$

## Detailed Form of the Free Energy

The derivative of the total free energy of the network $F$ with respect to $\lambda$ can be given as follows ${ }^{17}$ :

$$
\begin{align*}
& \frac{\partial F}{\partial \lambda}=\frac{\partial F_{0, p h}}{\partial \lambda}+\frac{\partial F_{a, t o p}}{\partial \lambda}+\frac{\partial F_{2}}{\partial \lambda}+\frac{\partial F_{2}}{\partial \lambda} \\
& \frac{\partial F_{s, h}}{\partial \lambda}-3 \sum_{s} \frac{1}{1_{s}^{2}}\left(\dot{r}_{s}^{* \prime}-\dot{r}_{s}^{*}\right) \\
& \left.\frac{\partial F_{o, \infty p}}{\partial \lambda}=-k T \sum_{\rho}\left(\frac{\dot{g}_{p}^{*}}{g_{p}^{*}}-\frac{\dot{h}_{p}^{*}}{h_{\rho}^{*}}\right) \frac{g_{\rho}^{0}}{h_{p}^{*}}-\frac{g_{p}^{*}\left(g_{\rho}^{0}-h_{\rho}^{\circ}\right)}{h_{p}^{\circ}\left(g_{\rho}^{*}-h_{\rho}^{*}\right)}\right]+\frac{\dot{h}_{p}^{*}}{2 h_{\rho}^{*}} \\
& \text { - } \frac{\left.\left(\frac{g_{\rho}^{0}}{h_{\rho}^{*}}-\frac{g_{\rho}^{\circ}}{g_{\rho}^{*}}\right)\right]}{}  \tag{22}\\
& \frac{\partial F_{1}}{\partial \lambda}=-\frac{k T}{2} \operatorname{Tr}\left[\left\langle W^{*}\right\rangle\left(\left\langle W^{*}\right\rangle\right)^{+}-2\left\langle\dot{V}^{*} V^{*}\right\rangle\right. \\
& \left(\left\langle W^{*}\right\rangle\right)^{+}+\left\langle V^{*} V^{*}\right\rangle\left(\left\langle W^{*}\right\rangle\right)^{+}\left\langle\dot{W}^{*}\right\rangle \\
& \text { - (< } \left.\left.W^{*}\right\rangle\right)^{+} \text {] }  \tag{23}\\
& \frac{\partial F_{F}}{\partial \lambda}=-\frac{k T}{2}\left(\sum_{\rho}\left(\bar{\Gamma}_{\rho p}^{\prime}\right) \frac{\dot{h}_{p}^{*}}{h_{p}^{*}\left(\frac{g_{\rho}^{0}}{h_{p}^{\circ}}-\frac{g_{\rho}^{\circ}}{h_{p}^{*}}\right)+\sum_{\rho} \sum_{p}\left(\bar{\Gamma}_{p \rho}^{\prime}\right)^{2}}\right. \\
& \frac{g_{\rho}^{0} h_{o}^{*}}{\left(h_{p}^{*}\right)^{*}} \cdot \frac{g_{\rho^{0}}^{*} h_{p}^{*}}{h_{p}^{*}} \text { ]. } \tag{24}
\end{align*}
$$

The above Eqs. 20 to 24 are main parts of the TNT. Now it is likely good to consider the physical meanings of all terms in Eqs. 20 to 24. The letter $s$ of Eq. 21 stands for any strand in the network, and $l_{s}^{2}$ is the mean squared end-to-end distance of the strand $s$ in the phantom network. The position vectors of end points in the strand $s$ are expressed as $r_{s}^{\prime}$ and $r_{s}$. The symbol dot (.) denotes the first derivatives of given functions in regard to $\lambda$, such as

$$
\begin{equation*}
\dot{r}_{s}^{* \prime}=\frac{\partial r_{s}^{* \prime}}{\partial \lambda}, \quad \dot{r}_{s}^{*}=\frac{\partial r_{s}^{*}}{\partial \lambda}, \quad \dot{g}_{\rho}^{*}=\frac{\partial g_{\rho}^{*}}{\partial \lambda} \tag{25}
\end{equation*}
$$

In the above equations, the superscript 0 attached on the $g_{p}$ and $h_{p}$ represents that they are the values at $r=r^{0}$ and the superscript * attached on the $g_{p} h_{p}, V, W$, and etc. denotes that they are the ones at $r=r^{*}, r^{*}$ being the set of position vectors of junction points deformed affinelikely under the macroscopic strain $\lambda$. Also the $g_{p}$ and $h_{p}$, of course, are given by Eq. 16. Note that the usage of the superscripts o's and *'s just defined will be fixed throughout this paper.

Now a new function $U$ is defined by

$$
\begin{equation*}
U=-\left.\ln \phi(\theta, r)\right|_{\theta-\infty} \tag{26}
\end{equation*}
$$

where $\phi(\theta, r)$ is the distribution function expressed as variables of $\theta$ and $r$. Letting $M_{0}$ be the number of junction points in a cell, which is the fundamental unit of lattices, the new quantities $V^{*}$ and $W^{*}$ are defined by

$$
\begin{align*}
& V_{t}^{*}=\left.\frac{\partial}{\partial r_{t}} U\right|_{r=r^{*}}  \tag{27}\\
& W_{G j}^{*}=\left.\frac{\partial}{\partial r_{t}} \frac{\partial}{\partial r_{j}} U\right|_{r=r^{*}} \tag{28}
\end{align*}
$$

where $V^{*}$ is an $M_{0}$ dimensional super vector whose ith element is $V_{i}^{*}$, and $W^{*}$ is an $M_{0} \times M_{0}$ super matrix whose $i j$ element is $W_{i j}^{*}$. Recall that in a network $n_{1}$ is the number of effective loop pairs and that $n_{2}$ is the one of effective strand pairs. $F^{\prime \prime}$, which is an $n_{2} \times n_{2}$ dimensional matrix, of Eq. 24 is

$$
\begin{equation*}
\Gamma^{*}=\mathbf{1}-\Gamma^{*} \tag{29}
\end{equation*}
$$

where $\Gamma^{*}$ has been given in Eq. 10 , and $\mathbf{1}$ is an $n_{2} \times n_{2}$ unit matrix.

To find the free energy of a network, we have only to calculate terms of the right-hand side of Eqs. 22 to 24. The detailed method ${ }^{16.17}$ to calculate the values of the $g_{p} h_{p}$ and etc. of Eq. 22 will be discussed in Section 5, and the detailed process to calculate the values of the $\left\langle V^{*}\right\rangle,\left\langle V^{*} V^{*}\right\rangle$. $\left\langle W^{*}\right\rangle$, and etc. of Eq. 23 will be stated in Section 6. By using the newly devised BCL model, the detailed method of calculation of $\Gamma^{*}$ of Eq. 24 will be shown in Sections 7 and 8.

## $g_{p}$ and $\boldsymbol{h}_{\boldsymbol{p}}$, and Their Derivatives

Recall that the relationships and physical meanings of the $g_{p}(r), h_{p}(r), P_{p h}\left(O_{\mu} \mid r\right)$, and $P_{p h}\left(O_{\mu}, O_{u} \mid r\right)$ have already been shown in Section 3. To calculate the $g_{a b}(r)$ and $h_{a b}(r)$, it is necessary to know two contact probabilities, the $P_{p h}\left(O_{a u b v}\right)$ and $P_{p h}\left(O_{a u b r^{\prime}} O_{a u^{\prime} b v^{\prime}} \mid r\right)$ for the submolecular pairs ( $a u, b v$ ) and ( $a u^{\prime}, b v^{\prime}$ ) when the terminal points of strands $a$ and $b$ are fixed at $r=\left(r_{a}, r_{a}^{\prime}, r_{b}, r_{b}^{\prime}\right)$. In the absence of the excluded volume effect among the submolecules, the former is given by

$$
\begin{align*}
P_{p h}\left(O_{a u b v} \mid r\right)= & \left(3 \nu^{\prime 2} / 2 \pi l^{2} u \bar{u} v \bar{v} k_{1}\right)^{3 / 2} . \\
& \exp \left[-3\left(k_{3}-k_{2}^{2} / k_{1}\right) / 2 l^{2}\right] \tag{30}
\end{align*}
$$

where the $k_{1}, k_{2}$, and $k_{3}$ are expressed by

$$
\begin{align*}
k_{1}= & \nu^{\prime} / u \bar{u}+\nu^{\prime} / v \bar{v} \\
k_{2}= & r_{a} / u+r_{a}^{\prime} / \bar{u}+r_{b} / v+r_{b}^{\prime} / \bar{v}  \tag{31}\\
k_{3}= & r_{a}^{2} / u+r_{a}^{2} / \bar{u}+r_{a}^{2} / v+r_{a}^{\prime 2} / \bar{v}-\left(r_{a}-r_{a}\right)^{2} / \nu^{\prime} \\
& -\left(r_{b}-r_{b}^{\prime}\right)^{2} / \nu^{\prime} .
\end{align*}
$$

The latter having two cases according to conditions is represented by

$$
\begin{align*}
& P_{p h}\left(O_{a u b v}, O_{a u b v^{\prime}} \mid r\right)= \\
& \left(9 \nu^{\prime 2} / 4 \pi^{4} l^{4} \bar{u} \bar{v} u^{\prime} v^{\prime} \Delta u \Delta v\left\|K_{1}\right\|\right)^{3 / 2} \\
& \exp \left[-3\left(K_{3}-K_{2} K_{1}^{-1} K_{z}\right) / 2 l^{2}\right] \tag{32}
\end{align*}
$$

where one of the two cases included in Eq. 32 above has the conditions that $u>u^{\prime}$ and $v>v^{\prime}$ and that the $K_{1}, K_{2}$, and $K_{3}$ are given by

$$
\begin{align*}
K_{1}= & \left(\begin{array}{rl}
1 / \bar{u}+1 / \bar{v}+1 / \Delta u+1 / \Delta v & -1 / \Delta u-1 / \Delta v \\
& -1 / \Delta u-1 / \Delta v \\
1 / u+1 / v^{\prime}+1 / \Delta u+1 / \Delta v
\end{array}\right] \\
K_{2}= & {\left[\begin{array}{l}
r_{a}^{\prime} / \bar{u}+r_{b}^{\prime} / \bar{v} \\
r_{a} / u^{\prime}+r_{b} / v^{\prime}
\end{array}\right] }  \tag{33}\\
K_{s}= & r_{a}^{\prime 2} / \bar{u}+r_{a}^{2} / u^{\prime}+r_{b}^{\prime 2} / \bar{v}+r_{b}^{2} / v^{\prime} \\
& -\left(r_{a}-r_{b}^{\prime}\right)^{2} / v^{\prime}+\left(r_{b}-r_{b}^{\prime}\right)^{2} / \nu^{\prime}
\end{align*}
$$

and the other has the conditions that $u>u^{\prime}$ and $v<v^{\prime}$ and that the $K_{1}, K_{2}$, and $K_{3}$ are given by

$$
\begin{align*}
K_{1}= & {\left[\begin{array}{cc}
1 / \bar{u}+1 / v^{\prime}+1 / \Delta u+1 / \Delta v & -1 / \Delta u-1 / \Delta v \\
-1 / \Delta u-1 / \Delta v & 1 / u^{\prime}+1 / \bar{v}+1 / \Delta u+1 / \Delta v
\end{array}\right] } \\
K_{3}= & {\left[\begin{array}{l}
r_{a}^{\prime} / \bar{u}+r_{b} / v^{\prime} \\
r_{a} / u^{\prime}+r_{b}^{\prime} / \bar{v}
\end{array}\right] } \\
K_{3}= & r_{a}^{2} / \bar{u}+r_{a}^{2} / u^{\prime}+r_{b}^{2} / \bar{v}+r_{b}^{2} / v^{\prime} \\
& -\left(r_{a}-r_{a}^{\prime}\right)^{2} / \nu^{\prime}+\left(r_{b}-r_{b}^{\prime}\right)^{2} / \nu^{\prime} \tag{34}
\end{align*}
$$

where $\nu^{\prime}$ is the number of submolecules in the strands, the $u, u^{\prime}, v$, and $v^{\prime}$ are abbreviations of the $a u, a u^{\prime}, b v$, and $b v^{\prime}, l^{2}$ is the root mean squared end-to-end length of the submolecule, and $\bar{u}=v^{\prime}-u, \bar{v}=v^{\prime} \cdot v, \Delta u=\left|u-u^{\prime}\right|$, and $\Delta v=$ $\left|v \cdot v^{\prime}\right|$.

Considering Eq. 30, we know that the $P_{p h}\left(O_{\text {aubil }} \mid r\right)$ has the form of the typical distribution function between submolecules in the strands $a$ and $b$ in a phantom network. Appljcation twice of Eq. 30 leads to the formulation of $P_{p s}\left(O_{a u b v}\right.$, $\left.O_{a u u^{\prime} b v^{\prime}} \mid r\right)$. For this the forms of $P_{p h}\left(O_{a u b r}, O_{a x^{\prime} b y} \mid r\right)$ are separated into two cases according to the relative positions of submolecules in strands and to the states of the distribution between strands. Both of them have, like the $P_{p h}\left(O_{\text {aubs }} \mid r\right)$, the forms of the typical distribution function of a phantom network. By use of Eqs. 30 and 32 , the $g_{a b}$ and $h_{a b}$ can be calculated.

The reduced distance $d$, which is a linear length joining straight two centers of strands $a$ and $b$, is expressed by

$$
\begin{equation*}
d=\frac{\left|r_{a}+r_{a}^{\prime}-r_{b}-r_{b}^{\prime}\right|}{2 \sqrt{\nu} b} \tag{35}
\end{equation*}
$$

where $b$ in the denominator of the right-hand side denotes the


Figure 3. A diagram representing the tetrahedral structure of the BCL model whose junction points are composed of body-centered cubic lattices. Small circles represent the junction points, straight lines the strands, and dotted lines the edges of lattices.
length of a segment, and $\nu$ the degree of polymerization of a strand, that is, the number of segments of which a strand consists.

From Eqs. 16, 30, and 32, we know that the $g_{a s}(r)$ and $h_{a b}(v)$ can be expressed as functions of $d$, such as the $g_{a b}(d)$ and $h_{a b}(d)$. Derivatives of the $g_{a b}(r), h_{a b}(r)$, and etc. in regard to $r$ are calculated by

$$
\begin{align*}
& \frac{\partial g_{a b}(r)}{\partial r_{a}}=\frac{\partial g_{a b}(r)}{\partial d} \cdot \frac{\partial d\left(r_{a}, r_{a}^{\prime}, r_{b}, r_{b}\right)}{\partial r_{a}} \\
& \quad \cdots \cdots \cdots \\
& \frac{\partial h_{a b}(r)}{\partial r_{b}^{\prime}}=\frac{\partial h_{a b}(d)}{\partial d} \cdot \frac{\partial d\left(r_{a,}, r_{a}^{\prime}, r_{b}, r_{b}^{\prime}\right)}{\partial r_{b}^{\prime}} \tag{36}
\end{align*}
$$

$\left\langle V^{*}\right\rangle,\left\langle V^{*} V^{*}\right\rangle,\left\langle W^{*}\right\rangle$, and Their Derivatives
We see that the explanation of $V$ and $W$ has already been given in Section 4. The averages of the $V^{*}, V^{*} V^{*}$, and $W^{*}$ are all the functions of $r^{*}, r^{*}$ (whose definition is given in Section 4) being expressed by

$$
\begin{equation*}
r^{*}=r^{r} \Lambda \tag{37}
\end{equation*}
$$

where $r$ is the position vector of junction points in the reference state, and $A$ the diagonal matrix formed by three components of a macroscopic strain $\lambda$ as follows:

$$
\Lambda=\left(\begin{array}{lll}
\lambda_{1} & &  \tag{38}\\
& \lambda_{2} & \\
& & \lambda_{3}
\end{array}\right)
$$

From the cyclic nature of cells, the $\left\langle V^{*}\right\rangle,\left\langle V^{*} V^{*}\right\rangle$, and $\left\langle W^{*}\right\rangle$ can be described by the character of strands and junction points in a cell. Their components are expressed by

$$
\begin{align*}
& \left\langle V_{i}^{*}\right\rangle=V_{p h, i}^{*}+\sum_{p}\left\langle V_{D, i}^{*}\right\rangle  \tag{39}\\
& \left\langle V_{i}^{*} V_{t}^{*}\right\rangle=\left\langle V_{i}^{*}\right\rangle\left\langle V_{i}^{*}\right\rangle+\sum_{\rho}\left[\left\langle V_{\rho, i}^{*} V_{\rho . l}^{*}\right\rangle\right. \\
& -\left\langle V_{p, t}^{*}\right\rangle\left\langle V_{p, t}^{*}\right\rangle \text { ] } \tag{40}
\end{align*}
$$

where the $V_{p h, t}^{*}$ and $W_{p h, i l}^{*}$ are components of the $V^{*}$ and $W^{*}$ in a phantom network, respectively. The $V_{p h, /}^{*}$ and $W_{p h, j}^{*}$ are given by

$$
\begin{equation*}
V_{D M_{i}}^{*}=-\frac{3}{\nu^{\prime} l^{2}} \sum_{i=n_{l}}\left(r_{i}^{*}-r_{t}^{*}\right) \tag{42}
\end{equation*}
$$



Figure 4. The definition of orientation of strands and general bond modes around $J_{e d} ' s(a)$ and $J_{e v} '$ 's(b).

$$
W_{\text {ph }}{ }^{*} l^{\prime}=\left[\begin{array}{cl}
-\left(3 / \nu^{\prime} l^{2}\right) N_{t} & \text { for } l^{\prime}=l  \tag{43}\\
\left(3 / \nu^{\prime} l^{2}\right) & \text { for } l^{\prime} \in n_{t} \\
0 & \text { otherwise }
\end{array}\right.
$$

where $v$ ' is the number of submolecules in a strand, and $l^{2}$ is the mean squared end-to-end distance of a submolecule. $n_{t}$ is the set of all the neighboring junction points with which a strand combines, and $N_{i}$ the number of elements of $n_{l}$ For example, $N_{i}$ has the value of 6 for the SCL model, and 4 for the BCL.
$\left\langle V_{\rho, 1}^{*}\right\rangle,\left\langle V_{\rho,{ }_{1}}^{*} V_{\rho, l^{\prime}}^{*}\right\rangle$, and $\left\langle W_{\rho, w_{1}}^{*}\right\rangle$ in Eqs. 39 to 41 are given by

$$
\begin{align*}
& \left\langle V_{p, i}^{*}\right\rangle=A_{p, l}^{*}\left(1-g_{p}^{\circ} / h_{p}^{\circ}\right)+B_{p, 1}^{*}\left(g_{p}^{\circ} / h_{p}^{o}\right)+C_{p, l}^{*} g_{p}^{\circ} \quad \text { (44) } \\
& \left.<V_{\rho, i}^{*} V_{\rho, r}^{*}\right\rangle=A_{p, r}^{*} A_{\rho, i}^{*}\left(1-g_{\rho}^{\circ} / h_{\rho}^{\circ}\right)+B_{\rho, t}^{*} B_{p_{1}}^{*}\left(g_{\rho}^{\circ} / h_{\rho}^{\circ}\right) \\
& +\left(B_{p, t}^{*} C_{\rho, v}^{*}+C_{\rho, 1}^{*} B_{p, l}^{*}\right) g_{\rho}^{\circ}+C_{p, 3}^{*} C_{p, 1}^{*} g_{\rho}^{0} h_{p}^{\circ} \text { (45) } \\
& \left.<W_{\rho,}^{*} u^{\prime}\right\rangle=A_{\rho_{p} u^{\prime}}^{*}\left(1-g_{\rho}^{\circ} / h_{p}^{\circ}\right)+B_{\rho_{u}}^{*}\left(g_{p}^{\circ} / h_{p}^{\circ}\right) \\
& +C_{\rho_{a}{ }^{*} g_{\rho}} \tag{46}
\end{align*}
$$

where the $g_{p}^{0}$ and $h_{p}^{0}$ are the values of the $g_{p}$ and $h_{p,}$ respectively when $r=r^{0}$. Terms appearing in the right-hand side of the above equations take the form of

$$
\begin{aligned}
& A_{p, 1}^{*}=\left(g_{\rho, i}^{*}-h_{p, i}^{*}\right) g_{\rho}^{*} /\left(g_{p}^{*}-h_{p}^{*}\right) \\
& B_{p, i}^{*}=g_{p, t}^{*}-3 h_{p, t}^{*} / 2 \\
& C_{p, 1}^{*}=h_{\rho, 1}^{*} / 2 h_{\rho}^{*}
\end{aligned}
$$

$$
\begin{align*}
& -\left(g_{p, l}^{*}-h_{\rho, l}^{*}\right)\left(g_{\rho, r}^{*}-h_{\rho, t}^{*}\right) g_{\rho}^{*} h_{\rho}^{*} /\left(g_{\rho}^{*}-h_{\rho}^{*}\right) \\
& B_{p, l^{\prime}}^{*}=g_{p, y^{\prime}}^{*}-3 h_{p, u r}^{*} / 2-g_{\rho, t}^{*}, g_{p, r^{\prime}}^{*}-3 h_{p, i}^{*} h_{p, t}^{*} / 2 \tag{47}
\end{align*}
$$

where the $g_{\rho ., ~}^{*}, h_{p, 1}^{*}, g_{\rho}^{*} \cdot \| t$, and $h_{p, u^{\prime}}^{*}$ are given by

$$
\begin{align*}
& g_{\rho, i}^{*}=\left(\partial / \partial r_{i}^{*}\right) \ln g_{p}^{*} \\
& h_{p, 1}^{*}=\left(\partial / \partial r_{i}^{*}\right) \ln h_{\rho}^{*} \\
& g_{\rho, 1, r^{\prime}}^{*}=\left(\partial / \partial r_{i}^{*}\right)\left(\partial / \partial r_{t}^{*}\right) \ln g_{D}^{*}  \tag{48}\\
& h_{\rho, 2}^{*}=\left(\partial / \partial r_{i}^{*}\right)\left(\partial / \partial r_{t}^{*}\right) \ln h_{p}^{*} .
\end{align*}
$$

Calculations of the $\left\langle\dot{V}_{i}^{*} \dot{V}_{H}^{*}\right\rangle+\left\langle V_{l}^{*} \dot{V}_{\vec{*}}^{*}\right\rangle$ and $\left\langle\dot{W}_{u}^{*}\right\rangle$ are carried out by differentiating the $\left\langle V_{l}^{*} V_{l}^{*}\right\rangle$ and $\left\langle W_{t}^{*}\right\rangle$ in regard to $\lambda$, respectively. By using Eqs. 23, 39, 40, and 41, we can calculate $F_{1}$. By use of Eqs. 16, 30, and 32, we can obtain the value of $F_{0, \text { top }}$ from Eq. 22. By reading coordinates of position vectors of junction points, we can compute $F_{0 p h}$ readily from Eq. 21. Now it is the calculation of $F_{2}$ from Eq. 24 to be left to us. For this work we should find $\Gamma^{2}$, which is
determined specifically according to any model given.
Thus, we will suggest the new model, that is, the BCL model, which is the first created by the authors, in Section 7 . and originally give a series of equations due to the model. Furthermore in Section 8, we will show the detailed process for the calculation of the projection matrices of the new model.

## BCL Model

The picture of the three dimensional structure of the BCL model is given in Figure 3, where solid lines denote strands and small circles represent junction points. Considering only the arrangement of junction points, we see that the three dimensional structure is a collection of typical body-centered cubic lattices. But the arrangement of strands around any junction point takes the form of a typical tetrahedral structure.

In the BCL model, junction points are classified into two categories according to the methods of their combination with neighboring strands. One is the set of junction points corresponding to the apexes of lattices, and the other to the body centers of lattices.

Let $f_{r r}$ 's be junction points of the former and $J_{o d}$ 's the latter. For either $J_{c r}$ 's or $J_{o d}$ 's, two different spatial orientations per junction point can be allocated in the way of combination with four neighboring strands around a given junction point. The effects of these two arrangements, however, are essentially identical in view of contribution to the free energy of the system, so it doesn't matter which of them is chosen in going on disscussing. A $J_{c r}$ in the central part of the system is usually selected as an origin of the coordinates. For convenience, letting the length of an edge of lattices be 2 , we can describe readity the coordinates of every junction point as a set of three components having only values of integers. Characteristic combination modes of strands around the general junction points $J_{e v}$ 's and $J_{a d}$ 's are plotted in Figure 4, where the spatial orientations of strands, in addition to the coordinates of junction points, are defined on the basis of a $J_{e t}$.

Letting $e$ be a position vector representing, independently of $J_{e t}$ or $J_{o x}$, any junction point, three components of this and variation fields of components are given by, respectively,

$$
\begin{align*}
& l=(i, j, k) \\
& i=-I,-I+1, \cdots, I-1, I  \tag{49}\\
& j=-J,-J+1, \cdots, J-1 . j \\
& k=-K,-K+1, \cdots, K-1, K
\end{align*}
$$

where the $I J$, and $K$ are all positive integers. Note that the components of every $J_{t e}$ all have values of even integers, and that those of every $J_{a d}$ have only values of odd integers. As plotted in Figure 4(b), spatial orientations of all the strands in the system are reduced to only four. For convenience, let $\sigma_{t}$ or $\sigma_{i, j, k}(\sigma=X, Y, Z$, and $W$ ) be the symbol denoting a strand. The four spatial orientations of strands in the system are defined by

$$
\begin{aligned}
& X_{b, k}=\text { strand from } J_{e v}(i, j, k) \text { to } J_{o d}(i-1, j+1, k+1) \\
& Y_{s, k}=\text { strand from } J_{e v}(i, j, k) \text { to } J_{o d}(i+1, j-1, k+1) \\
& Z_{b, k}=\text { strand from } J_{e v}(i, j, k) \text { to } J_{o d}(i+1, j+1, k-1) \\
& W_{t, k, k}=\text { strand from } J_{e v}(i, j, k) \text { to } J_{o d}(i-1, j-1, k-1)
\end{aligned}
$$



Figure 5. A diagram representing directions of rotation of loops and four hexagonal unit loops around a $J_{e p}$. Small squares represent the $J_{e v}$ 's and small triangles the $J_{o k}$ 's.
where the picture for these orientations is shown in Figure 4(b). Though the number of loops formed around a $J_{e r}$ is all 12 , these are reduced to only four unit loops, that is, 12 loops can be represented by the linear combination of 4 unit loops. In similarity to the case of strands, let $u_{i}$ or $u_{i j k}(u=\xi, \eta, \zeta$, and $\delta$ ) be the symbol denoting a loop. The four unit loops, which are all hexagonal types consisting of 6 strands, around a $\int_{e r}(i, j, k)$ are expressed by
$\xi_{u k}=X_{u k}-W_{u+2 k+z}+Y_{u+2 k+z}-X_{t+2 \mu+2}+W_{t+2 / k+2}-Y_{u j k}$ $\eta_{\nu j k}=Y_{\Delta j k}-X_{t+2 \jmath-2 k}+Z_{i+2 j-2 k}-Y_{t+z j k-2}+X_{t+2 j k-2}-Z_{\omega k}$ $\zeta_{\omega n}=W_{u j k}-Y_{i-2 j k-2}+Z_{t-2 j k-2}-W_{u+2 k-2}+Y_{t j+2 k-2}-Z_{u k} \quad$ (51) $\delta_{u k}=X_{t j k}-Z_{t-2 j k+2}+W_{t-z j k+2}-X_{t-2 J-2 k}+Z_{t-z t-2 k}-W_{s k}$
where the minus symbols attached to terms of the right-hand sides denote the inverse of orientation of given strands. Thus, the orientation of rotation of unit loops also is described in Eq. 51. All the relationships for 4 unit loops stated up to now are shown apparently in Figure 5, where the symbols of cyclic arrows denote the orientation of rotation of loops, small squares represent $J_{c t}$ 's, and small triangles are $J_{c d}$ 's.

The letters $X, Y, Z$, and $W$ denoted along loops represent the orientation of strands, defined by Eq. 50 . In describing junction points of lattices, it is usually convenient to discuss the physical properties of the system by separating $J_{e r}$ 's and $J_{o d}$ 's respectively. Since the distinction of $J_{o d}$ ' $s$ and $J_{e v}$, $s$ derives only from the description of the coordinates, the formation mode of 12 hexagonal loops around any junction point is exactly identical for either a $J_{e v}$ or a $J_{o d}$. After considering the system composed of only $J_{e v}$ 's, we can also apply the information obtained above to the system of only $J_{o d}$ 's. Thus, first we consider the system composed of only $J_{e v}$ 's. We can see readily that the structure of lattices in this system is that of the SCL's.

Let $i$ be the coordinate system of junction points, including all $J_{e v}$ 's and $J_{o d}$ 's, along the $x$ - axis, then we have

$$
\begin{aligned}
& i=-I, I+1, \cdots, I-1, I \\
& I=2 Q
\end{aligned}
$$

$$
\begin{align*}
& i^{\prime}=-2 Q,-2 Q+2, \cdots, 2 Q-2,2 Q  \tag{52}\\
& q \equiv i^{\prime} / 2=-Q,-Q+1, \cdots, Q-1, Q
\end{align*}
$$

where the letters $I$ and $Q$ denote positive integers, and in particular, $I$ is a positive even integer. In similarity to the $x$-axis system, along the axes $y$ and $z$ the following relationships are given by

$$
\begin{align*}
J & \equiv 2 R \\
r & \equiv j^{\prime} / 2  \tag{53}\\
K & \equiv 2 S \\
s & \equiv k^{\prime} / 2
\end{align*}
$$

where $J$ and $r$ correspond to the $y$-axis, and $K$ and $s$ to the $z$-axis. Now expressing Eq. 51 as the newly reduced coordinate system $\left(q, r_{s}\right)$, we obtain a series of equations given by

$$
\begin{align*}
\xi_{q r s}= & X_{q r s}-W_{\sigma r+1 s+1}+Y_{q r+1 q+1}-X_{q+1 r s+1}+ \\
& W_{q+1 r s+1}-Y_{q r s} \\
\eta_{q r s}= & Y_{q r q}-X_{q+1 r-1 s}+Z_{q+1 r-1 s}-Y_{q+1 r s-1} \\
& +X_{q+1 r s-1}-Z_{q r s}  \tag{54}\\
\zeta_{q r s}= & W_{q r s}-Y_{q-1 r g-1}+Z_{q-1 r g-1}-W_{q r+1 q-1} \\
& +Y_{q r+1 s-1}-Z_{q r s} \\
\delta_{q r s}= & X_{q r s}-Z_{q-1 r s+1}+W_{q-1 r-1 s}-X_{q-1 r-1 s} \\
& +Z_{q-1 r-1 s}-W_{q r s} .
\end{align*}
$$

Eq. 54 is not arithmetic expressions, but symbolic ones. In Section 8, Eq. 54 will be transformed into arithmetic expressions. Also Eq. 54 is indispensable expressions leading to calculation of the projection matrix $\Gamma^{*}$ of the BCL model. Since all the loops in the system are formed by exactly alternate linkings of $J_{o d}$ 's and $J_{e g}$ 's, unit loops around any $J_{o d}$ take the same linking form of strands as that of $J_{e v}$ 's given in Eq. 54.

## Projection Matrix $\Gamma^{*}$

It is assumed that the network composed of lattices is cyclic in the direction of the axes $x, y$, and $z$, respectively. For junction points, strands, and loops, respectively, it is assumed that

$$
\begin{array}{lll}
J_{Q+1 r s}=J_{-Q r Q} & J_{Q R+1 s}=J_{Q-R s}, & J_{q r S+1}=J_{q r-s} \\
\sigma_{q+1 r s}=\sigma_{-Q r Q}, & \sigma_{q R+1 s}=\sigma_{q-n g,} & \sigma_{q r S+1}=\sigma_{q r-s}  \tag{55}\\
U_{Q+1 r s}=U_{-Q r s,} & U_{q R+1 s}=U_{q-\pi s,} & U_{q r s+1}=U_{q r-s}
\end{array}
$$

where $J$ s denote junction points, and $\sigma$ 's and $U$ s represent strands and loops, respectively. All the coordinate systems used in this section are equal to those of Section 7. Let $\sigma_{p r s}$ and $U_{g \pi}$ be expressed as the form of triple products, that is,

$$
\begin{align*}
& \sigma_{g r s} \equiv \sigma_{q} \sigma_{\sigma} \sigma_{s}  \tag{56}\\
& U_{\mathrm{s} r}=U_{q} U_{r} U_{s}
\end{align*}
$$

where though single terms of the right-hand sides have no physical meanings, triple product terms, each of which is composed of three single terms, have the same physical meanings as terms given in the left-hand sides. As stated previously, $\sigma$ 's denote strands, and $U$ s loops. Letting $\sigma_{L}$ and $U_{L}$ be all ( $2 L+1$ )-dimensional row vectors, row vectors of strands and loops are expressed by

$$
\begin{aligned}
& X_{Q}=\left(X_{Q} X_{Q-1} \cdots X_{-Q+1} X_{-Q}\right) \\
& X_{k}=\left(X_{R} X_{R-1} \cdots X_{-k+1} X_{-n}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \delta_{k}=\left(\delta_{k} \delta_{R-1} \cdots \delta_{-k+1} \delta_{-n}\right) \\
& \delta_{s}=\left(\delta_{s} \delta_{s-1} \cdots \delta_{-s+1} \delta_{-s}\right) .
\end{aligned}
$$

From Eqs. 56 and 57, $\sigma$ and $U$ take the form of row vectors given by

$$
\begin{align*}
& \sigma=\left(\begin{array}{llll}
X & Y & Z & W
\end{array}\right)  \tag{58}\\
& U=\left(\begin{array}{llll}
\xi & \eta & \zeta & \delta
\end{array}\right)
\end{align*}
$$

where the $X, Y, Z, \cdots, \eta, \xi$, and $\delta$ are expressed by

$$
\begin{array}{ll}
X=X_{Q} \otimes X_{R} \otimes X_{s,} & Y=Y_{Q} \otimes Y_{\mathrm{R}} \otimes Y_{s} \\
Z=Z_{Q} \otimes Z_{R} \otimes Z_{s,} & W=W_{Q} \otimes W_{R} \otimes W_{s} \\
\xi=\xi_{Q} \otimes \xi_{\mathrm{R}} \otimes \xi_{s,} & \eta=\eta_{Q} \otimes \eta_{\mathrm{A}} \otimes \eta_{s}  \tag{59}\\
\zeta=\zeta_{Q} \otimes \zeta_{\mathrm{R}} \otimes \zeta_{s,} & \delta=\delta_{Q} \otimes \delta_{R} \otimes \delta_{s}
\end{array}
$$

the symbol $\otimes$ being a direct product between matrices. Let $U_{L}$ be a $(2 L+1)$-dimensional unit matrix given by

$$
U_{L}=\left(\begin{array}{ccccc}
1 & & & & \\
& 1 & & & \\
& & 1 & & \\
& & \cdots & & \\
& & \cdots & 1 & \\
& & & & 1
\end{array}\right)
$$

and let $D_{L}$ be a $(2 L+1)$-dimensional matrix defined by

$$
D_{L}=\left(\begin{array}{ccccccc}
1 & & & & & & \\
-1 & 1 & & & & & \\
& -1 & 1 & & & & \\
& & -1 & 1 & & & \\
& & & & \cdots & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & \\
& & 1 & 1
\end{array}\right)
$$

where all the blank parts in square brackets have the values of zeros, and such a usage will keep being used in expression of all the matrices appearing hereafter. Let $a, b$, and $c$ be matrices given by

$$
\begin{align*}
& a \equiv U_{Q} \otimes D_{\Omega} \otimes D_{s} \\
& b \equiv D_{Q} \otimes U_{n} \otimes D_{s}  \tag{62}\\
& c \equiv D_{\mathbf{Q}} \otimes D_{n} \otimes U_{s}
\end{align*}
$$

where $a, b$, and $c$ are all $[(2 Q+1)(2 R+1)(2 S+1) \times(2 Q+1)$ $(2 R+1)(2 S+1)$-dimensional matrices.

By use of Eqs. 60 to 62, Eq. 54 can be transformed from symbolic expressions into arithmetic ones. From the consideration of the $\operatorname{loop} \xi_{q r s}$ formed at a $J_{e v}(q, r, s)$, the $[(2 Q+1)$ $(2 R+1)(2 S+1)]$-dimensional row vector, which is the set of all the unit loops having the same modes as $\xi_{q r}$ in the system, in Eq. 59 can be expressed by the linear combination of the $X, Y, Z$, and $W$ as follows:

$$
\begin{align*}
\xi_{q r s}= & X_{q r s}-X_{q+1 r s+1}+Y_{q r+1 s+1}-Y_{q r s} \\
+ & W_{q+1 r s+1}-W_{q r+1 s+1}  \tag{63}\\
= & X_{q} X_{r} X_{s}-X_{q+1} X_{r} X_{s+1}+Y_{Q} Y_{r+1} Y_{s+1}- \\
& Y_{Q} Y_{r} Y_{s}+W_{q+1} W_{r} W_{s+1}-W_{q} W_{r+1} W_{s+1} \\
\xi= & \left(X_{Q} D_{Q}\right) \otimes\left(X_{R} U_{R}\right) \otimes\left(X_{S} D_{s}\right) \\
& +\left(Y_{Q} U_{Q}\right) \otimes\left(Y_{R} D_{R}\right) \otimes\left(Y_{S} D_{s}\right)
\end{align*}
$$

$$
\begin{align*}
& \quad+\left(W_{Q} D_{Q}\right) \otimes\left(W_{R}\left(-D_{R}\right)\right) \otimes\left(W_{s} U_{s}\right) \\
& =- \\
& \quad X\left(D_{Q} \otimes U_{R} \otimes D_{s}\right)+Y\left(U_{Q} \otimes D_{R} \otimes D_{s}\right)  \tag{64}\\
& \quad+W\left(D_{\Omega} \otimes\left(-D_{R}\right) \otimes U_{s}\right)
\end{align*}
$$

Substitution of Eq. 62 into Eq. 64 leads to

$$
\begin{equation*}
\xi=-X b+Y a-W c \tag{65}
\end{equation*}
$$

Similarly to Eq. 65 , the following equations for $\eta, \zeta$, and $\delta$ are obtained by

$$
\begin{align*}
& \eta=-X a-Y b-Z c \\
& \zeta=Y c-Z b-W a  \tag{66}\\
& \delta=X c-Z a-W b
\end{align*}
$$

Rearrangement of Eqs. 65 and 66 leads to

$$
(\xi \eta \zeta \delta)=(X Y Z W)\left(\begin{array}{rrrr}
-b & -a & 0 & c  \tag{67}\\
a & -b & c & 0 \\
0 & -c & -b & -a \\
-c & 0 & -a & -b
\end{array}\right)
$$

or

$$
\begin{equation*}
U=\sigma B \tag{68}
\end{equation*}
$$

where $B$ is defined by

$$
B \equiv\left(\begin{array}{rrrr}
-b & -a & 0 & c  \tag{69}\\
a & -b & c & 0 \\
0 & -c & -b & -a \\
-c & 0 & -a & -b
\end{array}\right)
$$

From Eq. 67 or 68 , we see that the matrix $B$, which has a $[4(2 Q+1)(2 R+1)(2 S+1) \times 4(2 Q+1)(2 R+1)(2 S+1)]$ dimension, is a transformation matrix transforming loops into a linear combination of strands.

We define $\Sigma$ and $E$ to be

$$
\begin{align*}
& \Sigma \equiv \sigma \otimes \sigma \\
& E \equiv U \otimes U . \tag{70}
\end{align*}
$$

From Eq. 68 we obtain

$$
\begin{equation*}
E=\Sigma C \tag{11}
\end{equation*}
$$

where $C$ is defined by

$$
\begin{equation*}
C \equiv B \otimes B . \tag{72}
\end{equation*}
$$

For a quick comparison with Eq. 70, it is advisable to transcribe Eq. 6 as follows:

$$
\begin{equation*}
T_{0}=\theta C . \quad T_{1}=\theta \Gamma \tag{6}
\end{equation*}
$$

Since $E$ included all possible products of the type $U_{l} U_{l}$, and $\Sigma$, all possible products of the type $\sigma_{1} \sigma_{i}$, the $E$ and $\Sigma$ are identified, respectively, to the $T_{0}$ and $\theta$, and then Eq. 71 is reduced to the first equation of Eq. 6. Also it is apparent that $C$ of Eq. 72 is equal to that of the first expression in Eq. 6.

Using the first equation of Eq. 11, we should find $C^{*}$. From the character of matrices ${ }^{17}$,

$$
\begin{equation*}
C^{*}=B^{\prime} \otimes B^{\prime \prime} \tag{73}
\end{equation*}
$$

Let $M_{L}$ be an orthogonal matrix whose elements are defined by

$$
\left\lceil q_{L}\right\rceil_{u}=\left[\begin{array}{l}
\sqrt{1 / 2 L+1} \\
\sqrt{2 / 2 L+1} \\
\cos \left(2 \pi l^{\prime} / 2 L+1\right) \\
\sqrt{2 / 2 L+1} \sin \left(2 \pi l^{\prime} / 2 L+1\right)
\end{array}\right.
$$

$$
\begin{align*}
& \text { for } l^{\prime}=0 \\
& \text { for } l^{\prime}=1, \cdots, L  \tag{74}\\
& \text { for } l^{\prime}=-1, \cdots,-L
\end{align*}
$$

And let $\Delta_{L}$ be a diagonal matrix given by

$$
\Delta_{L} \equiv\left[\begin{array}{lllll}
d_{L} & & &  \tag{75}\\
& d_{L-1} & & & \\
& & \cdots & & \\
& & & d_{-L+1} & \\
& & & & d_{-L}
\end{array}\right)
$$

where the $l$ 'th diagonal element is

$$
\begin{equation*}
d_{r}=2 \sin ^{2}\left(\pi l^{\prime} / 2 L+1\right) \tag{76}
\end{equation*}
$$

$D_{L}$ is rearranged into

$$
\begin{equation*}
D_{L}=M_{L}^{t} \Delta_{L} M_{L} \tag{77}
\end{equation*}
$$

Substitution of Eq. 77 into Eq. 62 leads to

$$
\begin{equation*}
B \simeq P^{t} F P \tag{78}
\end{equation*}
$$

where the $F$ and $P$ are given by

$$
F \equiv\left(\begin{array}{rrrr}
-\beta & -\alpha & 0 & \gamma  \tag{79}\\
\alpha & -\beta & \gamma & 0 \\
0 & -\gamma & -\beta & -\alpha \\
-\gamma & 0 & -\alpha & -\beta
\end{array}\right), \quad P=\left(\begin{array}{lll}
M & & \\
M & \\
& M & \\
& & M
\end{array}\right)
$$

where elements of the right-hand sides take the form of

$$
\begin{align*}
& \alpha=U_{\mathbf{Q}} \otimes \Delta_{R} \otimes \Delta_{s} \\
& \beta=\Delta_{\mathbb{Q}} \otimes U_{R} \otimes \Delta_{s}  \tag{80}\\
& \gamma=\Delta_{\mathbb{Q}} \otimes \Delta_{R} \otimes U_{s} \\
& M=M_{Q} \otimes M_{R} \otimes M_{s}
\end{align*}
$$

In above equations, $\alpha, \beta$, and $\gamma$ are all diagonal matrices because all these are given by direct products of diagonal matrices. For example, expressions of $\alpha, \beta$, and $\gamma$ are expressed, respectively, by

$$
\begin{align*}
& \alpha_{R, s}=\left[\begin{array}{c}
\alpha_{1(2 k+1)(2 s+1)} \\
\alpha_{112 R+1)(2 S+1)-11} \\
\cdots
\end{array}\right] \\
& \beta_{Q, s}=\left[\begin{array}{c}
\beta_{1(2 Q+1)(2 S+1)} \\
\beta_{1(2 Q+1)(2 S+1)-1)} \\
\cdots
\end{array}\right] \\
& \gamma_{Q, f}=\left[\begin{array}{c}
\gamma_{(12 Q+1)(2 R+1)+} \\
\gamma_{1(2 Q+1)(2 R+1)-1)} \\
\cdots
\end{array}\right] \tag{81}
\end{align*}
$$

where the detailed forms of elements in square brackets are given by

$$
\begin{align*}
& a_{\pi s}=4 \sin ^{2}(\pi r / 2 R+1) \cdot \sin ^{2}(\pi s / 2 S+1)  \tag{82}\\
& \beta_{g}=4 \sin ^{2}(\pi q / 2 Q+1) \cdot \sin ^{2}(\pi s / 2 S+1) \\
& \gamma_{\theta r}=4 \sin ^{2}(\pi q / 2 Q+1) \cdot \sin ^{2}(\pi r / 2 R+1)
\end{align*}
$$

Since $P$ is the orthogonal matrix, we obtain

$$
\begin{equation*}
B^{\prime}-\left(P^{t} F P\right)^{\prime \prime}=p^{t} F^{\prime \prime} P \tag{83}
\end{equation*}
$$

where $F^{*}$ is the projection matrix of $F$. Since $F$ is a $4 \times 4$ super matrix whose elements are all diagonal matrices of the same dimension, it can be transformed into the following

Table 1. Values of $B^{*}\left(\sigma_{000,} \sigma_{Q, t, v}^{\prime}\right)$ for $Q=R=S=16$

|  |  | $\left(\sigma . \sigma^{\prime}\right)$ |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $(q, r, s)$ | $(X, X)$ | $(X, Y)$ | $(X, Z)$ | $(X, W)$ | $(Y, Z)$ | $(Y, W)$ | $(Z, W)$ |
| $(0,0,0)$ | -0.2304 | -0.2304 | 0.1625 | 0.1463 | -0.2204 | 0.2481 | 0.6774 |
| $(0,0,1)$ | 0.4310 | 0.1325 | -0.2742 | 0.4310 | 0.0012 | -0.0042 | 0.4310 |
| $(0,0,2)$ | 0.0438 | 0.0382 | -0.0273 | -0.0547 | 0.0224 | 0.0394 | -0.0273 |
| $(0,1,14)$ | 0.0824 | -0.0631 | 0.0431 | -0.0228 | 0.0119 | -0.2418 | 0.0012 |
| $(0,1,15)$ | -0.0421 | 0.0339 | 0.0229 | -0.0421 | -0.0116 | 0.0175 | 0.0033 |
| $(0,1,16)$ | -0.0327 | -0.0533 | 0.0420 | 0.0668 | 0.0241 | 0.0082 | 0.0082 |
| $(1,0,0)$ | 0.2104 | 0.0448 | 0.2174 | 0.0271 | -0.0172 | 0.0004 | -0.0172 |
| $(1,0,1)$ | 0.0661 | -0.0272 | -0.0182 | 0.0664 | 0.0084 | -0.0064 | 0.0213 |
| $(1,0,2)$ | 0.0588 | 0.0171 | -0.0174 | 0.0448 | 0.0669 | -0.0081 | -0.0174 |
| $(3,16,0)$ | 0.0072 | 0.0041 | 0.0082 | -0.0412 | 10.0014 | 0.1011 | 0.0017 |
| $(2,16,1)$ | -0.0332 | -0.0913 | 0.0172 | -0.0027 | 0.0008 | 0.0172 | 0.0062 |
| $(2,16,2)$ | 0.0994 | 0.0881 | 0.0851 | 0.0121 | -0.0051 | -0.0816 | -0.0001 |
| $(8,8,8)$ | 0.0082 | 0.0043 | -0.0058 | 0.0013 | 0.0043 | -0.0019 | 0.0094 |
| $(16,15,14)$ | 0.0024 | 0.0012 | 0.0011 | -0.0011 | 0.0010 | 0.0011 | 0.0004 |
| $(16,15,15)$ | 0.0836 | 0.0811 | -0.0810 | -0.0014 | 0.0172 | -0.0810 | 0.0043 |
| $(16,15,16)$ | 0.0996 | -0.0732 | 0.0120 | 0.0144 | -0.0732 | 0.0182 | 0.1011 |
| $(16,16,14)$ | -0.1014 | 0.0999 | -0.0082 | 0.1014 | -0.0795 | 0.0682 | 0.0541 |
| $(16,16,15)$ | -0.0335 | 0.0114 | 0.0023 | 0.0249 | 0.0248 | 0.0413 | -0.0311 |
| $(16,16,16)$ | 0.0227 | 0.1624 | 0.1463 | -0.1732 | 0.2432 | 0.2304 | -0.0129 |

block matrix by changing orders of row and column vectors properly:

$$
\begin{align*}
& F=\left[\begin{array}{llll}
f_{\lambda} & & & \\
& f_{\lambda} & & \\
& & f_{\lambda^{\prime}} & \\
& & \ldots
\end{array}\right]  \tag{84}\\
& f_{\lambda}=\left[\begin{array}{ccc}
-\beta_{q, s}-\alpha_{\pi, s} & 0 & \gamma_{q, r} \\
\alpha_{\pi, s}-\beta_{q, s} & \gamma_{q, r} & 0 \\
0 & -\gamma_{q, r}-\beta_{\sigma, s}-\alpha_{\pi, s} \\
-\gamma_{q, r} & 0 & -\alpha_{r, s}-\beta_{q, s}
\end{array}\right] \tag{85}
\end{align*}
$$

where $\lambda=(q, r, s)$.
Thus,

$$
F^{*}=\left[\begin{array}{lll}
f_{\lambda}^{*} & &  \tag{86}\\
& f_{\lambda^{*}} & \\
& & \ldots
\end{array}\right]
$$

where $f_{\lambda}^{*} f_{\lambda_{1}}^{*}, \cdots$ are projection matrices of $f_{\lambda}, f_{\lambda}, \cdots$ given by Eq. 86. After the matrices $f_{\lambda}^{*}, f_{\lambda}^{*}, \cdots$ are calculated numerically for the large value of $Q, R$, and $S$, they can be transformed into $B^{\prime \prime}$ with use of Eq. 83 .

As exposed in Eq. 69, since $B^{*}$ has highly symmetric structure, it is sufficient to find elements of $B^{*}$ only for the strand pair $\sigma_{000}$ and $\sigma_{g r s}^{\prime}\left(\sigma, \sigma^{\prime}=X, Y, Z\right.$, and $W$ ).

A number of elements of $B^{\prime \prime}$ for $Q=R=S=16$ are given in Table 1. In Table 1, since the strand pairs $(X, X),(Y, Y)$, $(Z, Z)$, and ( $W, W$ ) all have the same values, they can be represented only as the $(X, X)$. On the other hand, $(X, Y)$ has the same value as $(Y, X) ;(X, Z)$ as $(Z, X) ;(X, W)$ as $(W, X) ; \cdots$; and $(Z, W)$ as ( $W, Z$ ). As a result, totally 7 of independent pairs ( $\sigma, \sigma^{\prime}$ )'s for any junction point are obtained.

To obtain $\Gamma^{*}$ with the aid of the first equation of Eq. 11, we have only to find $C^{*}$. Any element of $C^{\prime}$ is given by direct
 be an element of the matrix $\Gamma^{*}$ for the pairs ( $\sigma_{q \pi}, \sigma_{q, r_{s}}^{\prime}$ ) and ( $\sigma_{q^{\prime \prime}}^{\prime \prime} r^{\prime \prime \prime}{ }^{\prime \prime}, \sigma_{\left.q^{\prime \prime \prime} r^{\prime \prime \prime \prime} s^{\prime \prime}\right)}^{\prime \prime}$ ), we have

$$
\begin{align*}
& \Gamma^{*}\left[\left(\sigma_{q+s,} \sigma_{q^{\prime}+s}^{\prime}\right)\left(\sigma_{q^{\prime \prime}}^{\prime \prime \prime} s^{\prime} s^{\prime}, \sigma_{\sigma^{\prime \prime \prime}, \cdots, s^{\prime \prime}}^{\prime \prime \prime}\right)\right]  \tag{87}\\
& =B^{*}\left(\sigma_{000}, \sigma_{1 g^{\prime}-\boldsymbol{x} \mid r-m 1 s-a s}^{\prime}\right) \text {. }
\end{align*}
$$

with which all the other elements of $\Gamma$ "are obtained.
Having calculated the projection matrix $\Gamma^{*}$ of the BCL model, we can calculate $F_{2}$ by using Eqs. 24 and 87 . Thus we can compute completely the total free energy of the network through the process discussed up to now.

## Application to the Sample PDMS

The process of formation of the sample PDMS(poly(dimethyl siloxane)) is as follows:

where $M_{w}$ and $b$ are the molecular weight and the length of a segment of the PDMS, respectively. Recall that as referred to earlier, a strand denotes a polymer chain which is fixed at any two of junction points. If we let $\nu$ be the degree of polymerization, which corresponds to the number of segments in a strand, such polymers as polyisoprene, polystyrene, and PDMS have the values of about 30 to $300 .{ }^{17}$ It is assumed that the whole system of the PDMS is composed of the BCL's. A cell consists of 8 subcells, and the structure of a subcell is plotted in Figure 6. Thus a cell has 128 junction


Figure 6. A diagram representing the structure of a subcell and the coordinates of its junction points. The size of a subcell, which is composed of 16 junction points and 32 strands, is $\left(4 d_{0}\right)\left(4 d_{0}\right)\left(4 d_{0}\right)$. A cell is composed of 8 subcells. Thus a cell has 128 junction points and 256 strands.
points and 256 strands.
Now consider the relationship between cells and the whole lattice system. Letting $l, m$, and $p$ be the sets of the coordinates of integers along the axes $x y$, and $z$, respectively, we have

$$
\begin{align*}
& l=-8 L,-8 L+1, \cdots,-1,0,1, \cdots, 8 L-2,8 L-1 \\
& m=-8 M,-8 M+1, \cdots,-1,0,1, \cdots, 8 M-2,8 M-1  \tag{89}\\
& p=-8 P,-8 P+1, \cdots,-1,0,1, \cdots, 8 P-2,8 P-1
\end{align*}
$$

where the $L, M$, and $P$ are all positive integers. if we let $C_{N}$ be the number of cells, and $N_{j e c}$ that of junction points belong to apexes of lattices, a series of the following expressions are obtained by

$$
\begin{align*}
& C_{N}=(2 L)(2 M)(2 P)=8 L M P \\
& N_{0}=128 C_{N}=1024 L M P  \tag{90}\\
& S_{N}=2 N_{0}=2048 L M P \\
& N_{\text {fev }}=N_{\text {Jod }}=N_{0} / 2=512 L M P
\end{align*}
$$

where $N_{0}$ is the sum of $N_{j e p}$ and $N_{j o d}$ and $S_{N}$ is the number of strands. In an actual calculation, we take $L=M=P=4$, and then $l, m$, and $p$ have the variation fields of integers as

$$
\begin{array}{llll}
l=-32, & -31, & \cdots, & 30, \\
m=-32, & -31, & \cdots, & 30,  \tag{91}\\
p=-32, & -31, & \cdots, & 30,
\end{array}
$$

where these variation fields are almost equal to those of Iwata ${ }^{17}$ for the SCL model. Alternatively, physical properties of the whole lattice system can be fully described only by the lattice size of such a extent. Though the size of the lattice system is increased more, all the calculated values of the increased system are retained, if any, almost unchangeably. In the region of Eq. 91, $\mathrm{C}_{N}$ has the value of $512, N_{0}$ that of 65,536 , and $S_{N}$ that of 131,072 .

The value of $\nu^{\prime}$, which is the term necessary in the calculation of the $g_{p}(r)$ and $h_{p}(r)$ given by Eq. 16, is fixed at 10 , which equals that of Iwata ${ }^{17}$ for the SCL model. Since the more increased the value of $\nu^{\prime}$ is the more delayed the time required in the calculation of the computer is at the fourth


Figure 7. The length relationship of strands, which is in the standard configuration, of the pressed spring structures combined with four junction points in a lattice of the BCL system.
power of $\nu^{\prime}$, it seems that the value of 10 for $\nu^{\prime}$ is the upper limit of the computer used, and that the value gives enough accuracy in the calculation of the free energy of the network.

## Results and Discussion

The whole three dimensional form of the BCL model is shown in Figure 3. Only one of their lattices is plotted in Figure 7. At this stage it is necessary to introduce the concept of the standard configuration. As shown in Figure 7, the standard configuration denotes the form of arrangement in which all the strands are arranged linearly with all the strands pressed tightly in the form of springs. In the calculation of projection matrices of Section 8, the standard configuration of lattices has been taken as the reference state of the system. Now we introduce a parameter $\delta$ related to the standard configuration.

As shown in Figure 7, letting $2 d_{0}$ be the length of an edge of the lattice, the length of a strand must be $\sqrt{3} d_{0}$ in the standard configuration. Since the value of $\sqrt{3} d_{0}$ is the linear length of a strand in the state pressed tightly in the form of springs, if the pressed state of a strand is released, that is, if a strand extends in random state, the actual length of a strand will become longer.

In the state of the phantom network, the distance from the center to an apex in a lattice corresponds to the root mean squared end-to-end length, that is, $\sqrt{\nu} b$, of a strand. Recall that the definition of $b$ and $\nu$ has already been stated in Section 9. Now the definition of $\delta$ is given by the ratio of the end-to-end distance of a strand in the standard configuration versus that of a strand in the phantom network, that is,

$$
\begin{equation*}
\delta=\sqrt{3} d_{0} /(\sqrt{\nu} b) . \tag{92}
\end{equation*}
$$

The density of strands of an unit lattice $C_{e}$ and the reduced distance $\delta$ are expressed by

$$
\begin{align*}
& C_{e}-4\left(M_{w} / N_{A}\right) \nu /\left(2 d_{0}\right)^{s}  \tag{93}\\
& \delta=(\sqrt{3} / 2)\left(4 M_{w} / N_{A}\right)^{1 / 2} \cdot C_{e}^{-1 / 3} \cdot \nu^{-1 / 6} \cdot b^{-1} \\
& \quad=6.834 \times 10^{-5} C_{e}^{-1 / 3} \cdot \nu^{-1 / 4} \cdot b^{-1} \tag{94}
\end{align*}
$$

where $N_{A}$ is the Avogadro's number. The coefficient $6.834 \times$ $10^{-8}$ of Eq. 94 is obtained by allocating values of 74.0 to $M_{w}$. In Eq. $94, C_{e}$ is represented as the unit of $\mathrm{g} / \mathrm{cm}^{3}$, and $b$ as that of cm .

Typical elastic polymers, such as polyisoprene, polys-


Figure 8. The $g_{f}(d)$ and $h_{p}(d)$ as functions of $d$. which is a distance between the centers of the strands, for the BCL model. Solid lines represent curves obtained when the root mean squared end-to-end distance of a strand is $0.5 \sqrt{\nu} b$, and dashed lines denote curves obtained when that of a strand is $\sqrt{\nu b}$, where $v$ is the degree of poly. merization and $b$ the length of a segment in the PDMS.


Figure 9. The $g_{p}(d)$ and $h_{p}(d)$ as functions of $d$ for the SCL model. The notations are the same as those of Figure 8.
tyrene, PDMS, and etc. whose $\nu$ values are given as 30 to 300 , have the $\delta$ values of 0.5 to 0.8 . The functions $g_{p}(r)$ and $h_{0}(r)$ given in Eq. 16 can be easily transformed into the functions $g_{d}(d)$ and $h_{d}(d), d$ being given by Eq. 35. The functions $g_{p}(d)$ and $h_{\rho}(d)$ are plotted according to the BCL model in Figure 8, and according to the SCL model in Figure 9. In Figures 8 and 9 , solid lines represent curves obtained when the root mean squared end-to-end distance of a strand is 0.5 $\sqrt{\nu} b$, and dashed lines denote curves obtained when that of a strand is $\sqrt{\nu} b$. In Figures 8 and 9 , the value of $h_{p}(d)$ is greater than that of $g_{p}(d)$ because the double contact probability is greater than the single contact one due to the character resulting from the relatively long length of a strand. As the value of $d$ is increased, the values of $g_{p}(d)$ and $h_{p}(d)$ become smaller, for the increase of the reduced distance $d$ decreases the contact probability between two strands.

Also according to the relative ratio of occupation of junction points per strand, the height of curves in the BCL model is higher than that of curves in the SCL model. From the character of distribution functions in the phantom network, we can see that the general shape of curves is similar in two models. For the simple deformation considered here, we have

$$
\begin{equation*}
\lambda_{x}=\lambda_{y}=\lambda^{-1 / 2} \tag{95}
\end{equation*}
$$



Figure 10. The curves representing the total free energy of the network and the four energy terms of which the total free energy is composed for the BCL model.


Figure 11. The curves representing the total free energy of the network and the four energy terms of which the total free energy is composed for the SCL model.

$$
\lambda_{z}=\lambda .
$$

Similarly to the SCL model, in the calculation of the $\left\langle V^{*}\right\rangle$, $\left\langle V^{*} V^{*}\right\rangle$, and $\left\langle W^{*}\right\rangle$, the contribution of strand pairs included in the right-hand sides of Eqs. 39 to 41 satisfies that

$$
\begin{align*}
& d=\left(d_{x,} d_{y,} d_{z}\right)=\frac{\left|r_{a}+r_{a}^{\prime}-r_{b}-r_{b}^{\prime}\right|}{2 \sqrt{\nu} b}  \tag{35}\\
& d_{x}^{z}+d_{y}^{2}+d_{z}^{z} / Z \leqq\left[\begin{array}{l}
5 \text { for } \lambda \geqq 1 \\
4 \text { for } \lambda<1
\end{array}\right.  \tag{96}\\
& Z=\left[\begin{array}{l}
1 \text { for } \lambda \geqq 1 \\
1.5 \text { for } \lambda<1
\end{array}\right.  \tag{97}\\
& g_{a b}^{\cdot} \geqq\left(\begin{array}{l}
10^{-7} \text { for } \lambda \geqq 1 \\
10^{-9} \text { for } \lambda<1
\end{array}\right. \tag{98}
\end{align*}
$$

where the weighted value $Z$ in the $z$-axis is given to consider this unbalanced effect of the strain acting only along the $x$-axis. Since the value of $g_{a b}$ is closely influenced by that of $\lambda$ before and behind 1, the weighted value $Z$ and $g_{a b}^{0}$ are changed at $\lambda=1$.

In Figures 10 and 11, $F$ and four components of that are plotted according to the BCL model and the SCL model, respectively. The contribution of $F_{2}$ to $F$ is greater in the BCL model of Figure 10 than in the SCL model of Figure 11. It seems that such a phenomenon results from the fact that the


Figure 12. The curve representing the variation modes according to the parameter $\delta$ for the BCL model.


Figure 13. The curves representing the variation modes according to the parameter $\delta$ for the SCL model.
contribution of junction points per strand is greater in the BCL model than in the SCL model. Figures 10 and 11 show that the main contribution to $F$ is $F_{0, \text { obo }}$.

The changing modes of free energy curves along the values of $\delta$ are shown in Figures 12 and 13, where the more decreased the degree of polymerization is, the more increased the value of $\delta$ is because that as the values of $v$ are increased, the contact probabilities of strands are increased, and then contribution to $F$ also becomes more increased. As the values of $\sigma$ are decreased, the peaks of the energy curves are moved to the left of the $x$-axis. It seems that the reason why such a phenomenon arises is due to the fact that the increase of $\nu$ lets the interaction between strands be influenced sensitively by the values of $\lambda$ after and behind 1 .

With the experimental results ${ }^{20}$ represented by small circles, the topological calculated curves, in the BCL model and in the SCL model, and the statistically calculated curve of Flory ${ }^{19.23 .25}$ are plotted in Figure 14. In the statistical entanglement model, which has two parameters ${ }^{19} k=10$ and $\xi=$ 0.05 , of Flory, a departure from the Mooney-Rivlin form for the stress versus strain curve has been explained as the contribution of constraint energies restricting movement of junction points. On the other hand, in the topological BCL model, which has only one parameter $\delta=0.62$, of the authors, a departure from the Mooney-Rivlin form for the stress versus strain curve can be explained as the topological interaction between strands in the network. Thus it can be stated that the topological interaction in the BCL model corresponds to the constraint energy in the statistical entanglement model.


Figure 14. The curves representing the relationship of the stress versus strain on the PDMS sample. Here the curve of the BCL model is compared with that of the statistical entanglement model of P. J. Flory, with that of the topological SCL model of K. Iwata, and with the experimental data depicted by small circles.

For the statistical model though the general explanation on the experimental data has been successful, since topological effects of junction points and strands in the system have not been considered, and since individual contributions of junction points and strands to the total energy have not been stated in detail, a theoretical reformation for this model may be indispensable. On the other hand, for the topological model, since the results calculated from this topological model also have been in good agreement with the experimental data for the PDMS, and since the deficiency in the model of Flory has been completed almost entirely, it is regarded, in view of the theoretical background, that the topological BCL model is better than the statistical entanglement model.

From the results of two models above and in the departure of the topological SCL model from the experimental data, we can assert that the PDMS used as a sample ${ }^{20}$ has the tetrahedral structure of strands around junction points.

Finally, the authors would like to point out that significance for the application of the topological BCL model to the PDMS can be found in the fact that a great number of papers ${ }^{19,21 \cdot 25}$ have been published by regarding the experimental data of the PDMS ${ }^{20}$ as the standard values of polymer experiments.
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# Isotope Selectivity in the $\mathbf{C O}_{2}$ Laser Induced Decomposition of Trichloroethylene- $\mathrm{H}^{2}$ and Trichloroethylene-D 

Sang Man Koo, Byung Soo Chun, and Kwang Yul Choo*<br>Department of Chemsitry, Seoul National University, Seoul 151.742. Received October 17, 1988

The infrared multiphoton decomposition of trichloroethylene-H(TCE-H) and trichloroethylene-D(TCE-D) was studied by us-
ing the high power $\mathrm{CO}_{2}$ laser. The pressure dependence of TCE-H ing the high power $\mathrm{CO}_{2}$ laser. The pressure dependence of TCE-H decomposition showed that the HCl elimination channel to form $\mathrm{ClC} \equiv \mathrm{CCl}$ was the major step at high pressures, while the $\mathrm{HC} \equiv \mathrm{CCl}$ formation step became important at low pressures.


The IRMPD of TCE-H and TCE-D mixtures with 10P(20) laser line showed that optimum conditions of large isotope selectivity were the low system pressures and high laser powers. The experimentally observed dependence of the branching ratios on the pressure and laser fluence, and the isotope selectivity coefficients were quantitatively explained by using the modified
energy grained master equations (EGME) model.

## Introduction

In recent years the process of unimolecular dissociation by intense infrared radiation has been the subject of extensive studies. The initial impetus came from the very obvious practicality of selective multiphoton decomposition ${ }^{1}$. It is well understood that the IR selective nature can be effectively used in the isotope separation ${ }^{2}$, and selective dissociation-elimination of unwanted impurities ${ }^{3}$. There have been many theoretical ${ }^{4}$ and experimental papers dealing with selective multiphoton decomposition of various isotopes.

There are several approaches to LIS (Laser Isotope Separation), all of which rely on one common phenomena, the socalled "isotope shift", which theoretically makes possible the selective excitation. In practice, the separation is seldom achieved because of thermal collisions between molecules, because of the Doppler effect on the laser wavelengths, and because of anharmonicity, etc. When the absorption wavelengths of two isotopes are far apart, it is relatively easy to find and tune a laser to resonate at the absorption wavelength of one isotope, thus pumping energy into the selected isotope leaving no effect on unwanted isotope. For laser ex-
citation to remain selective, there must be a minimization of collisional exchange of vibrational energy between the excited and unexcited isotope species.

During the last one and a half decade, many works on deuterium isotope separation have been reported. Typical molecules used for deuterium isotope separation were formaldehyde ${ }^{5}$, freon $123^{6}$, and fluoromethanes ${ }^{7}$. Other examples of laser isotope separation includes isotopes of boron $\left(\mathrm{BCl}_{3}\right)$, carbon $\left(\mathrm{CF}_{3} \mathrm{I}, \mathrm{CF}_{3} \mathrm{COCF}_{3}\right)$ silicon( $\mathrm{SiF}_{4}$ ), sulfur( $\left.\mathrm{SF}_{6}\right)$, chlorine $\left(\mathrm{CF}_{2} \mathrm{Cl}_{2}\right)$ selenium $\left(\mathrm{SeF}_{6}\right)$, molybdenium $\left(\mathrm{MoF}_{6}\right)$, Osmium $\left(\mathrm{OsO}_{4}\right.$ and Uranium $\left(\mathrm{UF}_{6}, \mathrm{U}\left(\mathrm{OCH}_{3}\right)_{6}\right)$ where the precursor molecules are indicated in the parentheses.

The IRMPD (Infrared Multiphoton Dissociation) of tri-chloroethylene-H (TCE-H) was previously investigated in molecular beam ${ }^{8}$ and in static cell ${ }^{9}$. Lee and coworkers ${ }^{8}$ observed that $\mathrm{C}-\mathrm{Cl}$ bond fission, $\mathrm{C}_{2} \mathrm{HCl}_{3} \rightarrow \mathrm{C}_{2} \mathrm{HCl}+\mathrm{Cl}$, was a primary dissociation channel in their molecular beamIRMPD system. In contrast to this Steinfeld and coworkers ${ }^{9}$ reported that trichloroethylene underwent HCl elimination, $\mathrm{C}_{2} \mathrm{HCl}_{3} \rightarrow \mathrm{HCl}+\mathrm{C}_{2} \mathrm{Cl}_{2}$, as the mjaor reaction path at 10 torr TCE pressure in a static cell. Choo and coworkers ${ }^{10}$ resolved the above apparent discrepancy by a detailed study on the

