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1. Introeduction

We often want to select one or more populations cut of several populations. For example, we
lay want to choose a teaching method associated with the largest mean among several methods.
‘here are basically two approaches to this kind of selection problems, namely, the indifference
one approach and the subset selection approach. In this paper, we compare the small-sample pro-
erties of the subset selection procedures for location problem through a Monte Carlo study.
Consider a set of % independent populations z,, ..., 7, with unknown location parameters 8, ...,0,,
spectively. The ordered parameters are denoted by 8;;<<---<{f;;. The population with the largest
wrameter §; is called the “best” population. In case several populations possess the largest
irameter, one of them is tagged at random and called the best. Here we are interested in selecting
nonempty subset of populations containing the best one. Such a selection is called a correct selec-
m (CS).
In subset selection procedures it is usually required that for a given rule R the probability of a
5 is at least a preassigned number P*, ie.,
@D inf P (CS| R)>P*,
th P*<=(1/k, 1) and Q={(,,...,0:) : —00<0:<{o0,i=1, ..., k}. The probability requirement (1. 1)
called P*-condition. The configuration of 8’s for which the infmum of P(CS) occurs is called a
ist favorable configuration (ILFC). It is clear that”we prefer procedures which make the size of
¢ selected subset as small as possible subject to the P*-condition.
The subset selection procedure was introduced by Gupta (1956, 1965). Gupta’s procedure is based
sample means under the assumption of normality. Gupta and Huang (1974) proposed selection
es based on the Hodges-Lehmann (H-L) estimators for selecting the ¢ best populations, assuming
it the populations have a common “known” variance. Song, Chung and Bae (1982) investigated
yust selection procedures based on trimmed means and H-L estimators, without the assumption
known variances. Gupta and Leong (1979) and Lorenzen and McDonald (1981) considered
sction procedures based on sample medians.
Some nonparametric procedures have also been developed. Bartlett and Govindarajulu (1968) and
pta and McDonald (1970) studied nonparametric procedures based on combined ranks. But, in
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general, the LFC is not given by the equal parameters configuration in rank procedures. To over-
come this difficulty, Hsu (1980) proposed a nonparametric procedure based on pairwise ranks.

We compare these procedures for various underlying distributions in terms of efficiency and
robustness through a small-sample simulation study. The results show that the procedures based or
trimmed means and pairwise ranks are most successful. The nonparametric procedures based or

combined ranks have seriously low efficiencies.
2. The Subset Selection Procedures

Let X, ..., X;, be an independent sample of size n from =#; with a continuous cdf F(z—#8,)
i=1,...,k. We assume that the % populations have a common unknown variance ¢2. In this sectio
we briefly review the subset selection procedures which are included in our simulation study.

The parametric procedure proposed by Gupta (1965) is based on sample means. Let X; be th
sample mean from the population x; and S? be the usual pooled sample estimate of ¢ based o
v=k(n—1) degrees of freedom. Let the ordered values of the % observed sample means be denote
by Xin<Xn<...<Xs. Gupta’s procedure R, based on sample means is defined by

@1 R, : Select z; if and only if X.>X,,,—d.S/ V7,
where the constant d;=d, (k, n, P*) is to be chosen so as to satisfy the P*—condition (1.1). Assun
ing that 7, is a normal population, it can be shown that the LFG is the equal means configuratic

(EMC), i.e., the infimum of P(CS|R,) occurs when f,=---=0,. Thus, the constant &, in (2.1)
a solution of the following equation:
2.2) [ o wrdind@ecy) dudy=P,

where @ and ¢ are the cdf and pdf of standard normal, respectively, and g,(x) is the density
%/~ v . The values of d, have been tabulated by Gupta and Sobel (1957).

To formulate robust procedures Song, Chung and Bae (1982) proposed subset selection ru!
based on trimmed means and H-L estimators without the assumption of known variances. T

c-trimmed mean as an estimator of @ is defined by
Xa=‘}1;{P (Xitnar1F Xnmtnan) + Zistiaiti X,
where p=1+[na]—na, h=n—2na, and X ,< ---< X are the order statistics. For computatio
convenience, we assume that g=ne is an integer. To Studentize the trimmed means, Tukey :
McLaughlin (1963) suggested the estimator
1

S.={88(a)/ (h(h—1))}*

for the standard deviation of X,, where SS(a) is the Winsorized sum of squares defined by
— i n~g—1 .
2.3 SS(a) = (8+1) {(Xgs1y—Xa) 2+ (Xnoiy— Xo) 2} +‘=‘Z'+32 (Xeiy—Xa) 2,

Through a small-sample experiment they showed that a t-distribution with A-1 degrees of freec
gives a good approximation to the distribution of (X,—8)/S..

The robust procedure considered by Song et al. is given by

2.4 R, : Select 7, if and only if X;,}.Xf,],—sz,/ JE
where X,, is the a-trimmed mean associated with the population 7;, X, is the largest a~trimi
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mean, d,=d,(k, n, &, P¥) is to be chosen to satisfy the P*-condition, and A=n(1—2a). S./~% is
the pooled-sample estimated standard error of the a-trimmed mean, i.e., :

1
S,={SS(a)/k(h—1))}*
with SS (&) :i} S§S;() and SS:(a) the Winsorized sum of squares defined by (2.3) for the i-th

sample. Here, they intuitively suggested the use of &, in (2.1) for &, in (2.4).
The H-L estimator of §, which derived from the Wilcoxon signed-rank test, is given by
G=med ((X:+X,)/2}.
i<j

Hodges and Lehmann (1963) showed that +/7% (6—f) has a limiting normal distribution with mean
0 and variance {12[ff?(z)dz]?}-'. In normal case the asymptotic variance of 7 6 is 70?/3.
The selection rule based on H-L estimators is defined by
(2.5) R; : Select 7, if and only if 6:>6,,, —ds6/ V7
where §; is the H-L estimator of 6, based on the Wilcoxon signed rank test and 6, is the largest
§’s. Song et al. (1982) used, as an estimator of the common standard deviation ¢, the pooled-
sample median absolute deviation (MAD) ¢ defined by
(2.6) 6=1.48 medIX;j—mlgd (Xi) |

where the median is taken over the k(rn—1) largest absolute deviations. The value of d; in (2.5)
s to be chosen to satisfy the P*-condition (1.1). But note that under the assumption of normality
he asymptotic variance of 7 (;—8.) is mo?/3, and §; is approximately normally distributed, pro-
rided the sample size is sufficiently large. Thus they suggested the use of /7% /3d, where 4, is
lefined in (2.1) for ds in (2. 5).

Subset selection procedures based on sample medians have been considered by Gupta and Leong
1979), Lorenzen and McDonald (1981), and Gupta and Singh (1980), among others. But, in these
rocedures the common variance g° is assumed to be known. In this paper, without the assumption
f known variances, we consider the following selection procedure R, based on sample medians.

2.7 R, : Select =, if and only if X.>X,,,—d.b6/v7
rhere X is the sample median associated with the population 7, X is the largest sample median,
nd ¢ is the pooled sample MAD estimater of ¢ in (2.6). The value of 4, in (2.7) is to be cho-
n to satisfy the P*-condition. Since X; is asymptotically normal with mean 6; and variance
62/2n, the constant d, satisfying the P*-condition may be given by /7 /2 d,, where d, defined in
2.1).

A rank procedure, which is a nonparametric analogue of the Gupta’s parametric procedure R,,
-as proposed by Bartlett and Govindarajulu (1968). We let R,; denote the rank of X; in the com-
ined sample, and let R; be the average rank associated with the i-th population defined by

—1lsvp.
R=23% Ry, i=1, ... k.

he procedure suggested by Bartlett and Govindarajulu is defined by
(2.8) R; : Select x; if and only if Ri>R,—ds,
here R, is the maximum of the R/’s and ds is to be chosen to satisfy the P*-condition. For the
lection rule R;, the LFC does not occur at the EMC, As a lower bound of the P(CS|R;), Gupta
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and McDonald (1970) obtained the inequality
(2.9) inf P(CS|R;) >P(U<nd;),

where U is the Mann-Whitney statistic associated with sample sizes n and (k—1)n. But according
to a small-sample Monte Carlo study, which is not reported here, the constant d satisfying
P(U<nd)>P* is too conservative to be meaningful. We thus in our simulation study used the
normal approximation which was stated in Theorem 6.1 of Gupta and McDonald (1970).

To formulate a distribution-free procedure Gupta and McEonald (1970) suggested the following
selection rule:

(2.10) Ry Select 7, if and only if R, >d,,
where d; is to be chosen to satisfy the P*-condition. The rule R; s distribution-free and the LF(

occusrs at the EMC. The values of d, can be obtained from the inequality
[ v 13]
PlU=m(k—L) —n{di— L) | =P+
(Usmik—g)-nidmg) 2P
The last procedure to be considered in this paper is the pairwise rank procedure proposed b;
Hsu {1980). To present the Hsu’s procedure we introduce some notations. Let R;;” be the ranl

of Xj; among (X, ..., Xin; Xy, -y Xju}, i7£7, and let R be the sum of ranks of Xj; defined b
R flej;“). We also define

Ti=3, DY/, i=1, ..,

med —-

where DY=med{X,,~X;;} with D,,.%”=0. Then the Hsuw’s procedure can be written as follows
a3

R; : Select 7; if and only if max R,%°<{d; and/or T;=max Tj,

1=j=<k
where d; is the smallest integer such that P, (max R;%>d,)<1—P* with P, the probabilit
computed at the EMC. The values of d; can be obtained in Miller (1966, Table 8) for P*=(.¢
and 9.99. Note that, in rule R,, the role of “Select #; if Ti=maxT;” is to ensure a non-empt

subset to be selected.
The asymptotic relative efficiencies (ARE) have also been studied for the procedures reviewe

in this section. For the procedures based on translation invariant estimators, the ARE is given 1
the inverse ratio of asymptotic variances of the estimators. (See Theorem 4.3. of Hsu (1980).) F
the procedure R;, Hsu (1980) has shown that the ARE of R, relative to R, is the same as that
Wilcoxon test to ¢-test. In the case of two populations (i.e. 2=2), the procedures R; and R; a

equivalent and the ARE’s are the same as that of R,

3. Smali-Sample Monte Carlo Results

To compare the small-sample properties of the procedures discussed in Section 2, we made so:
Monte Carlo studies. The underlying distributions considered are normal, double exponential, e
taminated normal and Cauchy. Here, the e-contaminated normal distribuiton has a p.d.f. of the fo:

—(1— APy
Fa@)= (- (@) (-,
We use the subroutine GGNML in IMSL(VAX 780) in generating normal samples with a
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without contamination. The other samples are generated by using the subroutine GGUBT in IMSL

and the inverse integral transformations.
In the simulation study, we consider the equally spaced configuration given by
0;=0,4-(E—1) 00, i=1,..., &,

where §>>0 is a given constant and & is a standard deviation of each population. When the under-
lying distribution is a Cauchy centered at 0, o denotes the value such that the probability between
-0 and ¢ is the same as that between —1 and 1 for a standard normal distribution. 500 replications
were performed for each value of § (647 =0.0, 0.5, 1.0, 3.0, 5.0). The constants used in our
simulation study are k=5, #=10, and P*=0.90, 0.95. For the contaminated normal samples,
e=0.1 and ¢=3,5 are taken. For the a-trimmed means, a=0.1 is used. The constants d, for R,
with P*=0. 90 were obtained by simulation using 1000 replications.

When =0, the sum of average number of selected populations divided by 500 can be interpreted
as the empirical P* The values of empirical P* are tabulated in Table 1. The results show that
all procedures except R, seem to satisfy the P*-condition. The rule R;, which is based on the
H-L estimator, does not satisfy the P*-condition. This may imgply that the MAD estimator used
in R, underestimates the standard error of the H-L estimators.

To compare the efficiencies of selection rules, we use the relative efficiency of the rule R; to R,
defined by

_ EWMSIR)  PECS|R)_,_
e(Ri’RI)MViEzisi) ° P(CS]R;) , 1=2,..,7,

where Z(S|R) is the expected number of populations to be selected with a given rule R. To
sstimate the relative efficiencies, empirical relative efficiencies of R; relative to R, are computed
from the number of times that each population is selected in the simulation, The results are sum-
marized in Table 2 (P*=,90) and Table 3 (P*=,95).

The results in Table 2 and 3 show that the procedures based on robust estimators are efficient

‘or heavy-tailed distributions. The procedure R,, which is based on trimmed means, is most success-
'ul among the procedures considered in this paper. The high relative efficiencies of R, in Table 2
nd 3 do not mean that R, is most efficient, since it did not satisfy the P*-condition in Table 1.

Table 1. Empirical P* Based on 500 Replications (2=5, n=10)

Contaminated Normal

Normal Double Exp. -— - Cauchy

Rule i 0=3.0 0=5.0 :
;b—ﬁ*‘ T TP P P* : px
o | .90 .95 .90 .95 | .90 .95 | .90 .95 | .90 .95
R, L .90 .95 .90 .96 .90 95 .90 .95 i .92 .96
R, . .90 .95 .91 .95 . .90 .95 .90 .95 1 .91 .95
R, , .8 .94 .84 .92 .84 .93 .84 .93 .80 . 87
R, . .90 .96 . .91 .97 . .91 .96 .91 .96 .92 .96
R, | .91 .96 . .0l 96 . .90 95 .90 .96 | .90 .95
R, | .90 .95 © .90 .95 .90 .95 . .91 .96 .90 .95
R, . .0l .96 .90 96 .90 .96 1 .91 97 .91 .96
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Table 2. Empirical Relative Efficiencies with 500 Replications (P*=.90, k=5, n=10)

; : ‘ Contaminated Normal
Rel. Eff. | vnd . Normal . Doub. Exp. Cauchy
i i : . 0=3.0 0=5.0 [
0.5 1.00 1.04 1.02 1.13 1.06
1.0 .98 1.08 1.06 1.25 1.18
e(Rh Rl)
3.0 1. 00 1.08 1.06 1.20 1. 69
5.0 .99 1. 04 1.04 1.05 1.97
0.5 1.02 111 1.06 1.16 1.22
1.0 .99 1.15 1.14 1.30 1. 59
e(R3, R) 1
3.0 .98 1.08 1.07 1.21 2.34
5.0 .97 1.02 1.02 1.05 2.48
0.5 .93 1.00 .97 1. 04 1.07
1.0 .86 1.00 .95 1.17 1.34
e(R,, R)
3.0 .88 1. 04 .95 1.13 2. 28
5.0 .90 1.02 1.01 1.05 2.65
0.5 .99 1. 05 1.02 1.12 1.15
1.0 .95 1.00 1.00 | 1.12 1. 36
e(Rs, Ry) |
3.0 .72 .70 72 .70 1.53
5.0 .53 .55 .55 ; .54 1.43
I} 1
0.5 .95 | 1. 00 .95 1.01 1.11
Lo o .19 L L8l .80 8¢ | 115
e(Rs, Ry) !
3.0 .48 | .47 .50 .45 1.09
5.0 .35 | .36 .36 .35 .93
l ' i
i 0.5 .98 1.04 1.02 1.11 1.15
! : {
, 1.0 L9686 1.04 .04 1.22 1.38
e<R77 Rl) ; L ; :
| 0 | .97 - 102 Loz | .17 1.94
5 5.0 98 .99 103 . Lod 2.07
| if
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Table 3. Empirical Relative Efficiencies with 500 Replications (P*=, 95, k=5, n=10)
, Contaminated Normal
Rel. Eff. v7nd | Normal Doub. Exp. Cauchy
0=3.0 0=5.0
. 0.5 1.01 .01 | 1.02 1.09 1.03
! i
! L0 .99 .04 | 07 1.20 115
e(Ry, R,)) i !
; 3.0 .99 106 | 1.10 1.25 1. 60
50 0 Lo 1.05 % 1.07 111 1.95
0.5 1.02 1.09 ! 1.06 1.18 1.20
| i
.0 .98 L15 | 108 1.27 1. 50
¢(Rs, R))
3.0 .98 L1 1.07 1.24 2.29
|
5.0 .98 .04 | 105 1.12 2.57
0.5 .96 .98 .97 1.04 1.02
| 1.0 .87 .96 .95 1.12 1.26
e(R,, R) i
! 3.0 .85 .99 .98 1.19 2,24
5.0 j . 88 1.03 1.00 1.13 2,64
0.5 .’ s | Lo 1.01 1.09 1.08
Y i
1.0 ij .96 1.01 .99 1.10 1.27
!(Rs, Ry) ’ |
3.0 | .69 72 .70 .71 1. 48
|
5.0 i:' .56 .55 .55 .57 1.95
0.5 ' .96 .98 .97 1.00 1.06
L0 .84 .85 .83 .87 1.13
'(Rs, Ry) i
3.0 11 .47 .49 .48 .49 1.09
; 5.0 % .37 .37 .37 .37 .99
o i
0.5 .97 99 o0 | L7 1.07
| !
1.0 93 | e 0 9 | 113 1.24
(R7, Rl) | i |
| 3.0 .92 98 98 1.13 1.77
' 5. .94 .96 .00 | 1.08 2.01
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Among the rank procedures, the Hsu’s procedure is most successful. The procedures R; and R,
which are based on combined ranks, have poor efficiencies. For large values of 3, the efficiencies of

R; and R, get worse.
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