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ABSTRACT  In this paper, the performance of a statistical packet voice /data multiplexer is studied. In this stu-
dy we assume that in the packet voice/data multiplexer two separate finite queues are used for voice and data traf.
fics, and that voice traffic gets priority over data. For the performance analysis we divide the output link of the
multiplexer into a sequence of time slots. The voice signal is modeled as an (M- 1) —state Markov process, M be-
ing the packet generation period in slots. As for the data traffic, it is modeled by a simple Poisson process. In our
discrete time domain analysis, the queueing' behavior of voice traffic is little affected by the data traffic since voice
signal has priority over data. Therefore, we first analyze the queueing behavior of voice traffic, and then using the
result, we study the queueing behavior of data traffic. For the packet voice multiplexer, both input state and voice
buffer occupancy are formulated by a two-dimensional Markov chain. For the integrated voice /data multiplexer we
use a three-dimensional Markov chain that represents the input voice state and the buffer occupancies of voice and
data. With these models, the numerical results for the performance have been obtained by the Gauss-Seidel itera-

tion method. The analytical results have been verified by computer simulation. From the results we have found that
there exist tradeoffs among the number of voice users, output link capacity, voice queue size and overflow probabi-
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lity for the voice traffic, and also exist tradeoffs among traffic load, data queue size and overflow probability  for

the data traffic. Also, there exists a tradeoff between the performance of voice and data traffics for given  input
traffics and link capacity. In addition, it has been found that the average queueing delay of data traffic is longer

than the maximum buffer size, when the gain of time assignment speech interpolation ( TASI) is more than two and

the number of voice users is small.

1. INTRODUCTION

As a first step toward the integrated services
digital network (ISDN), extensive research effort
is being given for the development of an inte-
grated voice and data network. For voice/data
integration, many researchers have studied some
form of the hybrid switching technique in which
circuit switching is used for voice traffic, and
packet switching is used for data traffic. Accord-
ing to the study of Gitman and Frank, however,
it is known that packet switching is superior to
other switching techniques for voice/data inte-
gration.[” In spite of the advantage of the packet
switching technique for votice/data integration,
the queueing behavior of voice/data transmission
systems in a packet-switched network has not
been studied extensively.

So far, the queueing behavior of a packet-
switching system for voice and data transmission
has been studied by seveal researchers.[2¢] Also,
the buffer behavior of data traffic in a synchro-
nous packet switching system has been investi-
gated. Considering the voice signals as the main
source of random interrupts, Heins,I”! Shan-
thikumar,[8] Kekre et al.[?] and Sriram et al.[10]
analyzed queueing models in an integrated voice
and data network. Modeling the voice traffic
as a Markov source, Shanthikumar,ls] and Kekre
et al.I®l showed that the behavior of the data
buffer with Markovian interruptions is consider-
ably different from the case when the source
is interrupted from service by random interrup-
tions. Recently, Lee ana Un analyzed the per-
formance of statistical voice/data multiplexing
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systems with voice storage.“” In their study,
the performance of four statistical voice/data
multiplexing schemes based on newly proposed
queueing, frame management and integrated flow
control methods have been analyzed.

In this work, we are concerned with the per-
formance analysis of a statistical packet voice/
data multiplexer. In a frame-based multiplexing
system, it is normally assumed that all the input
voice traffics are generated only at the start of
a frame. But, this assumption is far from the
reality because input voice traffics are independent
from each other. Moreover, the data arriving in
the middle of a frame must wait to be transmit-
ted until the start of the next frane even if the
output link is free for transmission at the instant
of arrival. Therefore, it is desirable to have a new
queueing model for voice by which voice packets
can be generated without interrelationship among
voice users. For this purpose we propose the
slotted synchronous packet switching technique.

In our study we assume that in the packet
voice/data multiplexer, two separate finite queues
are used for voice and data traffics, and that each
queue is served based on the first-in first-out
(FIFO) rule. Also, we assume that voice traffic
gets priority over data, and that the output chan-
nel is divided into a sequence of time slots.

For the voice traffic, we formulate a joint
probability density function of the input state
and the queue size of the voice buffer. This en-
ables to determine the queueing behavior of the
voice buffer. To satisfy the high channel utiliza-
tion and short time delay for voice traffic, we
introduce a variable rate coding scheme as a means



@ 3/ EAE AR 4/ dolE ShEsolY 45 a4

of flow control for the voice traffic. In this
scheme the packet generation period of input
voice is changed according to the queueing be-
havior of voice traffic. As for the data traffic,
we formulate a three dimensional joint probability
density function for the input voice state, voice
queue and data queue, which leads to finding the
quéueing behavior of the data buffer.

Following this introduction, in Section II
statistical characteristics and modeling of voice
signals are studied. Then, the queueing behavior
of a packet voice multiplexer with fixed rate
coding is analyzed in Section III, and the behavior
of the same system with flow control is investi-
gated in Section IV. In Section V, the queueing
behavior of a packet data multiplexer under voice
interrupt is analyzed. Finally, in Section VI,
the procedure of computer simulation is discussed,
and its results are compared with those of analysis
to verify the analytical results.

II. STATISTICAL CHARACTERISTICS AND
MODELING OF VOICE SIGNALS

We first consider the statistical character-
istics of voice signals for the performance analysis
of a packet voice multiplexer. It is known that
talkspurts have approximately negative expo-
nential distribution, and pauses have constant-
plus-negative exponential distribution.l'213] Here
we approximate the speech pattern as a two-
state Markov process with the negative exponential
density functions. Then, we can write distribut-

tions of talkspurt and pause lengths, f.(t) and
f(t) | respectively, as
1
fr(t) = exp (—t/Lx), t=20,
L+
) (1)
fo(t) = exp (—t/Lp), t=0,

Le

where Ly and L p are average talkspurt and pause

lengths, respectively.

As a first step to analyze the performance
of a statistical packet voice multiplexer with
voice buffer, we divide the output channel into a
sequence of time slots. Also, we choose a two-
state Markov model for a single voice signal as
shown in Fig. 1, since both the distributions of
talkspurt and pause lengths can be approximated
by exponential distributions.

Po,

pbﬂ

STATE 1
(TALKSPURT)

STATE ¢
(PAUSE)

Fig. 1 Two-state markov chain model of speech activity.

Let the state O represent a pause state and the
state 1 a talkspurt state in Fig. 1. Then, the tran-
sition probabilities representing the two-state
Markov process between two adjacent time slots
are given by

Po=1—Ts/Ls,
Pu=Ts/Le,
P,w=Ts/Ly,
Pu=1—-Ts/La,

where Ts is one slot interval time. Eq.(2) indi-
cates that the probability that there exists a talk-
spurt in a slot time depends on its immediately
preceding state. With two-state modeling of the
Markov chain, the probabilities that there exist
pause and talkspurt in the steady state are given,
respectively, by

Po= Le+L:
and (3)
__Ls
Py= Ly+L.
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Here we assume that one voice packet is
transmitted in a slot time. We note that there
are a fixed number of slots between successive
packet generations from a voice source. We define
a frame to be the interval between two successive
packet generations from a single talkspurt of a
voice signal.

The slot time at which talkspurt is packe-
tized is in general different for each user. In a
new talkspurt period which comes after a pause
period, the timing of packet generation is not
necessarily synchronized at the multiples of a
frame time with that of the preceding talkspurt
even for the same voice source. Furthermore,
the timing of voice packet generation is in general
not synchronized between different voice sources.
But, voice packets are generated periodically in
one talkspurt segment.

To analyze the performance of the packet
voice multiplexer, therefore, we propose here to
use an (M+1)-state Markov process (M is a packet
generation period in slots) as a model for a single
voice source. A state transition diagram of the
Markov process is shown in Fig. 2. In this figure
the state M reflects the fact that the talkspurt
remains continuously for the M slot periods,
and one voice packet will be generated- at this
state. In other words, the state 0 represents
pause, and the state M is used to differentiate
the packet generation time from the other (M-1)
states which generate no packets during the
talkspurt period. We assume that a talkspurt that
is shorter than one packet interval and the trailing

Pn

Fig. 2 State transition diagram of voice states of a single
user in a packet voice multiplexer (M is the number
of packet generation state and state 0 indicates pause),
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portion of a long talkspurt whose length is shorter
than one frame period are discarded in our model.

The steady state probability Ui(i =0,1, ...,
M) that voice remains in the state i can be ob-
tained from the state transition diagram of Fig. 2
as follows:

Py
Pm +P10

'POI Pm
. k-1
Ui = 1,

(1 —P) (Puw+Pa)

Uo:

If we assum that there are N voice users, the pro-
bability P[x=i] that i voice packets are generated
in a time slot in the steady state is equal to the
probability that there are i voice users at the
state M, That is,

P[X=i] =xCy U;a( 1 _UM) N

N!

where

NCi =

The basic configuration of a statistical packet
voice/data multiplexer which is being studied in
this work is shown in Fig. 3, and its queueing
model is given in Fig. 4. In Fig. 4, N is the number
of input voice users. Speech detectors are used
to determine active voice users. Each voice ter-
minal generates a voice packet in every M-th slot
as seen from Fig. 2. In this case, the time
assignment speech interpolation (TASI) gain is
given from its definition by

G=N/M. (6)

The state of each voice terminal is in one of
(M+1) states, and therefore, the N voice terminals
are distributed over (M+1) states. Let g be
the number of voice sources which remain at the
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VOICE
TERMINALS
VOICE/DATA
SLOTTED OUTPUT
MULTIPLEXER
CHANNEL
DATA

TERMINALS

@aﬂo

Fig. 3 Statistical multiplexing of voice /data signals.

N VOICE : Q Ln
CALLS SPEECH X i voick
> DETECTORS TBUFFE
SLOTTED
SYNCHRONOUS
CHANNEL
SERVER (s}————’
Qa W,
DATA ARRIVALS Y",}DATA
IBUFFER

Fig. 4 Queueing model for a voice /data multiplexer.
state i at some slot time. .Then, we have
2 g=N. (7)

Here, we assign a state for voice input according
to the distribution of N voice users over (M+1)
states. Therefore, the set (g, gp..., 8m ) repre-
sents a state, each state being different from
others. Each voice source generates a packet
when it is in the state M. Therefore, the number
of voice packets generated in a slot time is the
same as the number of voice users remaining at
the state M for the given slot time. Let us denote
the input state number S defined with a given
set of (89, g , By ) as S & Mgy, B gm):
and the number of packets generated at the given

state S by X(S). Then, the following relation
holds:

X(S) =gn. (8)
The total number of states, S .., is given by
Smax""mu)HN:MmCN (9)

where y.vCy is the number of ways in choosing
N elements from (M+N) elements.

In the next section we investizate the queue-
ing behavior of a packet voice multiplexer with
fixed rate coding.

III. ANALYSIS OF A PACKET VOICE MILTI-
PLEXER WITH FIXED RATE CODING

There can be many ways in assigning a state
S(s=1,2,..., Smax) to a set of user distribution.
The method we chose here is as follows. The
number of voice sources in the higher-numbered
state becomes larger as the state number S inc-
reases. Table 1 shows an example showing the
relationship between the state number S and the
distribution of voice users over (M+1)-states for
the case of N=4 and M=3. One can note that
there is one-to-one correspondence between the
input state number and the user distribution.
It is convenient to asign the voice user distribution
as shown in Table 1 in analyzing the performance
of a fixed rate coder and in considering variable

rate coding which will be discussed in the next
section.

Since the state number of an input state,
S, can be identified by the user distribution,
(8¢, 8y By)» We can write the state number
from the set (g, ;.- &) 28

—2 BM-s-1 J
S=:t: M (M—J)HN_’ZSM—1+1+SI+1-
=) k=0 l=1 (10)
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For example, let us find the input state number
when we have the distribution of users over
(M+1) states asig,=2, g,=1, g,=1, g:= 01, and M=3
an&i N=4. From (10),the state number S=f(2,1,
1,0) can be calculated as

B

3-_s-1 J
S:: Z (3‘1)H4*§, ga,lﬂﬁt' 1 t 1 \7

1
J=0 k=0
(1

Note that this result corresponds to the seventh
row shown in Table 1.

To find the queueing behavior in voice multi-
plexing, it is necessary to find the transition pro-
bability between two arbitrary states. Let P.(A,B)
be the probability that a state changes from A
to B. Here the states A and B are represented
by the distributions of users, (g, g1, ---, gu/ and
{he,h,, -+, hy), respectively. And the totalM numberM
of voice users in the system is N, that is, ;Z:‘) g ;})
hi=N. P, (A, B) can be determined using the
binomial distribution as follows:

( — h g1-h h -h
P! (‘A, B) = glcm Pn2 o nghs P”’ Pfoz Teee

Ay &1 hiy
) sM,lchM n e (12)
vmax
v o M-V
- | :/;(t) gMCv PPy :

h-v Bo~-hi +V
gochwv 01 Po ™™

with gi=hi,,, 1=1 M- 1,

where Vmax is given by

13
Vmax:min(gM, hl) * ( )

Note that Vmax 18 equal to the number of voice
users which changes from the state M to the state
1, while talkspurt remains continuously after
packet generation. Also, we note that the sum
of state transition probabilities from the state
A to all states including the state A itself is one.

That is,
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SHIBX

P. (A, B) = 1. (149

B=1

In the steady state, we can find the probability
of each state as

PLA)} ~P[A (go g1, ", gx) )

N! -
R URUR
go i 81 Bu

Smax
and g P{A)= 1.

Now, we analyze the finite buffer behavior
for voice traffic. To investigate the queueing
behavior, it is necessary to find a joint probability
density function of the input state and the queue
size of the voice buffer. Before considering
the system performance, let us define the follow-
ing notations:

N Number of input voice calls,

Q, Voice buffer length (in packets),

Z,, Occupancy of the voice queue at the beginn-

ing of n-th slot time (in packets),

X(Sn) Number of voice packets generated in the
slot n when the number of input voice
states is Sn (o, 1.+, gu). X{Sn) is equal
10 8.

For the buffer size 7, the following recurrence

relationship holds for two consecutive time slots:

Zino = (Zn— 1) "+ X (Syh)
= (Zn 1)+ gu(Sa) {16)
where (Z,-- 1)*émax(2n* 1,0).

Here the sequences 47,} and (S} form a two-
cimensional Markov chain, and their joint pro-
bability is given by

p[znu = 1/. Sn+|:’;mlj
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Qv Smax
= l§ = P[Zn+l=ll, Sn+l=m/!Zn=l'
Sn=m] : Pold[znz 1, Sn= m] 1n

for 0sU=Qv, 1=m’ =S

where

P(Zon=0, San=m"|Zn=1, Sy=m)
=@ Py (m,m’),

@Gum=P(Zn=10"1Zy=1, Sa=m), 18

P.(m,m’)=P(Sp,=m"|Sh=m].

Here the probaility P,(m, m") is given by (12),
and @rm is equal to zero or one depending on
the values Z,,, and Z . That is,

=1, if /=min(Qy, ({—1)

= (0, otherwise.

Combining (17) through (19),we can obtain the
following set of equations in the steady state:

s

max
P/, m’) = H{Jl P: (m, m")
Q
g.) Qrim Pow [1. m] {20
for 0=0I'=Qvand 1=m’ £Sax.

Q  Smax
2 2 P om)=1.
=0 m'=1

In the above equation, P [/, m] represents the
steady state joint probability of the voice buffer
and the input voice state. We can solve the set of
state equations using the Gauss-Seidel iteration
method with the initial value chosen as

Poua U, m] =TS 1

where P[m] is given by (15) with A replaced by
m. P(/, m) is adjusted at every iteration such that

Prow(l, m}=P(l m) 2™

3 P m)

where P/, m] represents the joint pdf adjust-
ed after one iteration. The iterative numerical
calculation is repeated until a convergence criter-
jon is met. The marginal pdf of P(/, m] gives
an indication of the buffer behavior in the steady
state, and can be obtained as

Smax
Z[[]: n.‘gl Pnewu, m] 23)

And the carried voice load e, which indicates
the utilization of the output channel is given
simply by

ay=1-Z{I=0]). @4

In addition, the offered voice traffic load &, is
obtained as

S

m
ﬁvz
m

ax

P{S=m]} X(m) 25

where X(m) is the number of packets generated
in the state m. £, can also be obtained by multi-
plying the voice user number N by the steady
state probability that a single voice user remains
in the state M:

By=N-Uy (26)

where U,, is given in(4). Then, the overflow pro
bability of a voice packet is given by
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Pa/u= 1—ay /ﬁv (27)

The average queueing delay T,y in slot duration
is given by

Qy
Tqu=§l-2(l>/av- 28)

IV. ANALYSIS OF A PACKET VOICE MULTI-
PLEXER WITH FLOW CONTROL

In a statistical packet voice multiplexer, the
fluctuation of the occupancy of the voice queue
is inevitable because of the inherent burstiness
of voice signals, but this variation of buffer occu-
pancy is not desirable. When the occupancy of
the voice queue becomes large, it results in long
delay, and there might be some overflow. On the
contrary, when the occupancy of the voice queue
becomes too small, there can be underflow of the
voice queue, thus wasting resources. In this case,
it is desirable to make the input traffic to increase
so that the resources such as the queueing buffer
and the output channel can be effectively utiliz:
ed. To satisfy such requirements, we introduce
here a variable rate coding scheme as a means of
flow control of voice traffic.{14:1%] In our slotted
packet switching system,we assume ‘that the pac-
ket size is fixed, and that a packet generation
interval from each voice terminal is a multiple of
one slot time. To control the coding rate of the
input signal according to the buffer status, we
divide the buffer status into several classes accord-
ing to the amount of buffer occupied by voice.
The packet generation period in slots M of inpnt
voice sources is determined at the end of every
slot depending on the current buffer occupany
Z, as follows:

M(Zn)’——M] fOI‘ THo §2n<TH1

186

=M. for TH,<Z.<TH,

29

=M. for TH..=Z,=TH.=Q.

where Q, is the voice buffer size; (TH,, TH,, TH,, -,
TH...,TH,) is a sequence of L+l integers in as-
cending order representing threshold values of
the voice buffer; and M., M,, ---, M, are the
packet generation intervals in slots in ascending
order for each corresponding buffer status.

The state transition diagram of each voice
terminal for different buffer occupancies in a
packet voice multiplexer with flow control is
shown in Fig. 5. As the buffer occupancy increas-
es, the state transition moves toward G, to re-
duce the overflow probability by decreasing
the coding rate. And, as the buffer occupany

Py

(¢)TH,-  SZn<TH,

Fig. 5 State transition diagrams of each voice termial for
different buffer occupancies in a packet voice mul-
tiplexer with flow control M, < M, <.-- <M, ).

decreases, it moves toward Gl to utilize fully
the given channel capacity by increasing the
coding rate. The recursive relation describing the
queueing behavior of the voice buffer is given by
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Zn“=min [Qv, (Zn_ 1) ++X(A)J

=min (Qv, (Zn— 1) "+guazy (A)] B0

where gz, (A) is the number of voice packets
generated when the number of input states is A,
and the packet generation period M (Z,)in slots is

dependent on the buffer size Z,. And the number
of states Snax(Zn)for a buffer level Z.is given by

Smsx (Zn) =S (M (Zn)) =

=(M(Zn)+l)HN =(M(Zn)+N)CN .

Table 1. Mapping table between the input state number and user distribution for the case of N=4

and M=3,
State No.
S go(s) 81(5) 32(8) 33(5)
1 4 0 0 0
2 3 1 0 0
3 2 2 0 0
4 1 3 0 0
5 0 4 0 0
6 3 0 1 0
7 2 1 1 0
8 1 2 1 0
9 0 3 1 0
10 2 0 2 0
11 1 1 2 0
12 0 2 2 4
13 1 0 3 0
14 0 1 3 0
15 0 0 4 0
16 3 0 0 1
17 2 1 0 1
18 1 2 0 1
19 0 3 0 1
20 2 0 1 1
21 1 1 1 1
22 0 2 1 1
23 1 0 2 1
24 0 1 2 1
25 0 0 3 1
26 2 0 0 2
27 1 1 0 2
28 0 2 0 2
29 1 0 1 2
30 0 1 1 2
31 0 0 2 2
32 1 0 0 0
33 0 1 0 3
34 0 0 1 3
35 0 0 0 4
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Note that the number of states is a function of the
voice buffer occupancy Z.

The two-dimensional diagram showing the
buffer size occupied by input voice packets and
the corresponding number of states which is
determined by the buffer occupancy as well as

“the number N of voice users is shown in Fig. 6.
The buffer between two threshold levels TH, and
TH,,, forms the area A, Each state in an area
describes the distribution of input voice users
over the given states for the given packet genera-

THe TH, TH, THi THL  puUppER
SIZE
A | A Ac-y
Sima
Simax
L
NUMBER OF
STATES
Simax

Fig.6 Two-dimensional diagram showing the buffer size
occupied by input voice packets and the corresponding
number of states.

(S max= memian) Cx. Simax == wemwan) Cn,\\ St max

= veuar-1) Cu

tion period in slots M from (29). An example of
user distribution for each input state has been
given in Table 1 for N=4 and M=3. Note that
each state in the same horizontal line across the
threshold value of the buffer occupancy does not
describe the same distribution of input voice
user, and that there are no direct relationships
among the states in the same horizontal line. The
joint pdf between the buffer occupancy and the
input voice state satisfies the following recur-
sive equation:

188

P[ZnH:l/, Sn+| =m"

Loz THy -1 Spoad
= z j—
=0 -TH, mZ=:1 P(Zna=r, Snu

=m’Zy=1{ Sp=m)

TH,

S.
“PowlZn=1, Sp=m)+ 3 o
=TH, _, m=1

P[ZnH:l,, Snnzm/ |Zn:l, Snzm]

‘ Pold [Zn:l, Sn:m], (32)
for Zn € A, and Z,. € A,
where m” is equal to m’ if the buffer occupan-
cies / and [’ are in the same buffer area. If the
buffer occupancies { and !’ are not in the same
area, a new destination state m” corresponding
to m’ should be assigned. Let / and !’ be in the
buffer area’ A, and A respectively. There are two
cases when Z, and Z.,, are not in the sme buffer
area: (1) i >qand (2) i<q. The first case means

ORIGNAL STATE a

CHANGED STATE 0 @ @ @
(al

ORIGNAL STATE

CHANGED STATE {0

Fig. 7 An example of state change for each voice user be-
tween M=3 and M=5 .
(a) When buffer occupancy increases (i.e., packet
generation interval becomes longer).

(b) When buffer occupancy decreases(i.e., packet
generation interval becomes shorter).

that the buffer occupancy decreases, and the
second case indicates that the buffer occupancy
increases. Fig. 7 shows an example of state change
for each voice user between M=3 and M=5. In the
first case, we choose m” as the destination state
which satisfies the following equations:

”
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g/ (m”)=gi(m") for 0 =js=M(l)—2
) gi(m’) for j=M({")—1 (3

for j=M(0l"),

where g! (m”) is the number of voice users in the
state j when one packet generation interval in slots
is M(/") and the input state number is m”. And
gi(m’)is the number of voice users in the state j
when the packet generation period in slots is
M(l) and the input state number ism’,

In the second case, we choose m” as the
destination state which satisfies the following
equations:

gi(m”)=gim’) for 0=j=M(l)—1

g/ (m”) =0 for M(/)sjEM(l)— 1 34

g (m”) =guy(m’) for =M (/).

Now, we have the following set of equilibrium
equations in the steady state:

L-2 THi41 -1 Smax(h

Pl m") =

=0 I=TH; m=1

P. (m. m’) a; mPow [Z, m]
™, Smax'?

+ 22

1=TH, _, m=1i
P.(m, m") @y mPou (4, m) (35

where @, ;n= 1, if //=min (Qyv, (I—1) "
+gu(m)],

0, otherwise.

Note that P(//, m”)in (35) is the steady state joint
probabilities of voice buffer contents and the
input state number. From (35) we can find the
steady state behavior of the joint pdf of the input

state and buffer occupany. We use the Gauss-
Seidel iteration method to determine the steady
state behavior of a two-dimensional Markov
chain with the initial value chosen as

P(m)
THH:“Tﬂi
for [ ¢ A, and 0 =isL—2 (36

_ P {m)]
TH1+1_ TH1+ 1

for /e Ajand i=L—1,

Pl m)=

where P[m] is the steady state probability that the
input voice will remain in the state m when the
total number of input states is decided accord-
ing to the buffer region A;. We note that the de-
nominator on the right side of (36) is the size of
the buffer area A, . The joint pdf for the next
slot time can be obtained from (35), and is ad-
justed as

Pnew[l/y m”J =P U/, m”

1

Q  Spaxt?!
I'ZJ" Z P[ll, m//]

m =1

(37)

This recursive iteration continues until a conver-
gence condition is met.

The buffer behavior in the steady state can
be obtained as follows:

Smax (¥
Z()= 2 Paew(l, m] 68)

where the number of input states, Smax ({) is de-
termined depending on the buffer level. The
carried voice load or channel utilization ay is given
in the same form as in (24). We note that the
buffer behavior is determined by the input voice
traffic which is affected not only by its own
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statistical properties but also by the buffer oc-
cupancy. Therefore, the offered voice traffic
load B, of a variable rate coder can be written
as

Loz THi -1 Spadd

ﬂv= Ea E mZ

1=THi m=1

~

P/, m} - X'(m)

My Smax(? 39
+ 3 2, P ,m]-X'm)
1=,  mo1

THy !
where THo=0, TH.=Qy, ‘;'": Pl m] s the marginal
probability for the input state when the buffer
occupancy is in the area A, andX*(m)is the number
of voice packets generated at the given state m.
Then, the overflow probability of the voice buf-
fer can be obtained by (27), and the average
queueing delay of voice packets is given by (28).

V. ANALYSIS OF A PACKET DATA MULTI-
PLEXER UNDER VOICE INTERRUPT

In this section, we analyze the queueing
behavior of data traffic in an integrate voice/
data multiplexer shown in Fig. 3. Since the voice
traffic gets priority over the data traffic, the
queueing behavior of voice traffic is little affect-
ed by the data traffic in our slotted synchronous
transmission system. Therefore, here we can use
the results for the queueing behavior of voice
traffic presented in the preceding sections.

The queueing model of an integrated voice/
data multiplexing system is shown in Fig. 4.
Before analysis, let us define additional notations
as the following:

Qq Data buffer length (in packets)

W, Occupancy of the data queue at the begin-
ning of n-th slot time (in packets)

Y, Number of input data packets arrived during
the n-th slot time (in packets)

In a simple Poisson process, the size of an
incoming data packet is fixed and the number
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of data packets arrived during a slot time Y is
Poisson-distributed with the arrival rate of A5 per
slot interval. The discrete density function of Y
is

»

Py(d)= Afexp(—2As) /d!,
d=0,1, 2, (40)

The offered data traffic load B4 for the simple
Poisson process is given by

Ba=As - @l

We first consider the behavior of the data
buffer in the integrated voice/data multiplexing
system without flow control, and then study it
when flow control is done for the voice traffic.
When no flow control is done, the queueing be-
havior of the voice/data multiplexing system of
Fig. 4 can be represented mathematically in a
recursive form as

Zoa=min((Zy—1) "+ X(Sw, QvJ,
Wao=min (WatYn Qal, if Zax0, @2
=min ([ (Wa— 1)+ Yn, QaJ, if

Z.=0,

where X(Sn) is the number of input voice packets
generated at the n-th time slot according to the
input state 8. X(S,) is equal to the number of
input voice users at the state M, gy, which is
determined by the input state S, {see Fig. 2(a)].
Then, the sequence of three random variables

Ge., Z,,8, and Wn) forms a three-dimensional
Markov chain. The joint pdf of those variables
is given by
Q Smax 9
P[l,, m, k']= 2, mZ=;1 KZ=0 a4y P
P.(m,m’) - P(/, m, k) 43
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where
@ =PI, ml=1

if I’=min(Qy, (I—1)*+g,(S=m)] Sn
= (0 otherwise

Br=10 if <0
=Py(j) if 0j=Qa
where
j=k’ —k if 150
=k"—(k—1) if [=0.

P(j) in (43) is the probability that j data packets
will arrive in time slot n. The above recurrence
equation can be solved using the Gauss-Seidel
iteration method with the following initial values:

Pl, m k]=P(, m)/ (Qst+ 1), @4

where P[ ;,m] is the two-dimensional steady state
joint probability of the voice buffer and the input
voice state. WhenP (/, m’,k’) is calculated from
the iterative equation (43), it is adjusted such
that the numerical errors occurring during the
iteration process may be minimized. Once we
determine the converged value of P(/, m, k],
the queueing behavior of the data buffer can easily
be found.

The average carried data traffic load can be
obtained as
Smax Qd
ay= mZ_J‘ k;l P(0,m, kJ. (45)

Note that e, is the sum of probability distribution
over the range where the voice queue size is
zero, but the data queue size is not. The overflow
probability of data packets is then

Po/d= 1——ad/ ﬂd. (46)

where 3, is the input load of data traffic given by

(41). The average queueing time in slots of data
packets can be obtained using @a as

Q3 Q S

Ta— {2 k(3 3 PlUm )}/
a ¢+ 2 ) (47)
A Smax
The term § ng.l P{/, m, k] is the probability

that the data queue size is k in the steady state.
The total input traffic load is equal to the sum
of each traffic load, and is given by

Bi=N-Uutpas- 48

And the total carried traffic load is equal to the
sum of each carried traffic load, that is,

Q Spax Qg

=3 o 2 P, mk)
=1 m=1 k=0
S

+ ¥

m=1

Qq
2;_.1 PO, mk]. 49

The overflow probability of total input traffics
is then obtained from the total input load and
carried load as

Poy=1—a/ ,Bt. (50)

When a variable rate coding scheme is intro-
duced as a means of flow control on the input
voice traffic, the joint probability of having transi-
tion from({, m) to (I, m”)is given by (32) where
m” satisfies (33) or (34) if /and 7 are not in the
same buffer area. Based on the formulation of
(33) and (34), we have a three-dimensional Markov
chain with the sequence{ (Zn, Sn, W) twhose joint
pdf is given by
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TH, 1~1 Spax(d

P[l/ 7”7 =2 %
, m; k ]_g kZ:lo @ im P

I=TH} m =1

“Py(m, m") Poall, m k)

TH, Smax!? Qg
+ 2 X X
I=TH, _, m=1 K=0

a”m/Bk' lth (m, m/) Pold [1. m,k]

a;m=P[ 1, m], 61
Ben=Pk" 11, k).

for 0=/ =Qv, 1<m’ <Smax (I},

0 <k’ <Qa.

where

This recurrence equation can be solved by the
Gauss-Seidel iteration method following the same
procedure as we, did for the voice/ data multi-
plexing system without flow control on the voice
traffic. Once we obtain the converged value, we
can find the queueing behavior of the data buffer.
The carried load aq of the data traffic is given by

Smaxt ¥ Qg
ag= n{‘; K}; P(O, m k). (52)

The overflow probability of the data buffer is
exactly the same as the case without flow control
[see Eq. (46)]. The average queueing delay in
slots of data packets is then obtained by

b L=z THii =1 Spaxtd
Ta={ L k(L 5 2 Plmk
THy, Smax! ¥ 1 (53)
T2 S PUm) facty
Also,the total carried traffic load is
L—2 THiy1 -1 Spax(d Qg
ay = Z Z 2 P[l m k]
=0 1=TH, m=1 )
THL  Spax(d Qg
T2 G PUmk 54
=Ty moy =t
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Smax! 9

+ 2

m

kij P{O,m, k).

In addition, the equation of overflow probability
for total input traffics is exactly the same as the
case without flow control, which is given by (52).

VI. COMPUTER SIMULATION AND NUMBERI-
CAL RESULTS

In this section, we discuss the procedure
of computer simulation and compare its results
to those of analysis. For the simulation of a pac-
ket voice multiplexer, we generated on-off speech
patterns and voice packets using the random num-
bers, RAN, with uniform distribution in the range
of 0 to 1. We performed the computer simulation
up to ten million siots. Consequently, we could
obtain the steady state queueing behavior by
averaging the accumulated system parameters
over the total number of slots. -

For the case of variable rate coding, all the
procedures were the same as for the case of
fixed rate coding except that the buffer occupancy
was checked at the end of every time slot. If
the buffer occupancy exceeded a certain thre-
shold, and was changed to other buffer region,
the state number for each user was decided again
by reallocating the input voices to new states using
the method shown in Fig. 7. The method of assign-
ing a new state was discussed in Section IV [see
Egs. (33) and (34)].

For numerical analysis, the Gauss-Seidal
iteration method was programmed in FORTRAN
and run on Data General MV-8000 supermini-
computer. In computation for the steady state
queueing behavior of the two- and three- dimen-
sional Markov process, the parametric values were
chosen as follows: Ly = 1.366 s (average talks-
purt length), Lp=1.802 s (average pause length),
T, = 10 ms (time slot size), T = Tg*M (frame
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time). The number (N) of input users used in this
study ranged from three to six. And the packet
generation interval (M), which is counted in slots,
was assumed to range from two to four. With N
and M, the TASI gain may be obtained by N/M
as given in (6). With these parameter values, we
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Fig.8 Voice buffer overflow probability versus voice buff-
er size (Qv)) with N and M as parameters when

no flow control is done (Ts=10ms).

(a) (1) N=4,M=2,G=2 (2) N=3,M=2,G=1.5
(3) N=4, M=3,G=1.33

(b) 4) N=6,M=2,G=3 (5) N=5M=2, G=2.5
(6) N=6,M=3,G~2 (7) N=§5 M=3,G=1.7
(8) N=6,M=4,G=1.5 (99 N=5M~4,G=1.25

obtained overflow probability. This is shown in
Fig. 8. As one can expect, it is seen in the figure
that as the buffer size increases, the overflow pro-
bability decreases. The decreasing rate becomes
smaller as the TASI gain increases, and vice versa.
Also, it is seen that for the same TASI gain (e.g.,
(N=3, M=2) and (N=6, M=4)), the decreasing
rate becomes larger when the input traffic is larger.
It is known that, for satisfactory voice communi-
cation, the loss rate of voice packets should be
less than 1 percent. For the speech loss to be in
the tolerable range (i.e., for the overflow pro-
bability to be less than one percent), the follow-
ing conditions should be satisfied. For N=4,
M should be equal to or larger than three, and the
buffer size must be larger than 150 ms in time.
In this case, the TASI gain would be about 1.33.
For M=4, the buffer size should be larger than
150 ms. For N=5, M should be at least four so
that TASI gain is 1.25. In this case, the overflow
probability is always less than one percent regard-
less of the buffer size. Also, for N=6, M should
be equal to or larger than four, and the buffer
size should be equal to or larger than 150 ms.

For the packet voice multiplexer with flow
control, the packet generation interval in slots
was decided by the following decision 1ule:

M=2 if TH,=Z,<TH,,
M=3 if TH, =Z,<TH,, {55
M=4 if TH,=Z,=TH,.

Fig. 9 shows the overflow probability when flow
control is applied to the input voice traffic accord-
ing to the buffer status. For the case of N=5,
M=3 4, the threshold TH,was chosen to beQ- 2in
packets,so that we have m=3forZ,<TH,and M=
4 forTH,<Z.<Q,. We can see that the overflow
probability with this flow control scheme lies
between the two overflow probability curves
for the cases of (M=5, M=3) and M=5, M 4)
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Fig. 9 Voice buffer overflow probability versus voice buf-
fer size (Qv) with N,M and threshold as paramet-
ers in packet voice multiplexer when flow control is
done (Ts=10ms),

(BN=4,M=23 TH,=Qv~2, TH,=Q,,G=2 ~1.3

2) N=5 M=2,3, TH;=Qv-2, TH,~ Qv, G=2.5~1.7

(3) N”"S.M:2,3,4, THI:QV"S, THI::QV_S, TH:‘
Qv, G=2.5~1.25

(4) N=5M=3,4, TH,=Qv~2 TH;=Q., G- 1.7~1.25

[see Fig. 8] without flow control. And over-
flow probability is changed slightly as the allow-
able buffer size increases.

From the above discussion, we can conclude
that the performance of the packet voice muiti-
plexer with (N=5 and M=3) for Z, <TH,and M=4
for Z ,>TH,is close to that of (N=5 M=4) in over-
flow probability, thus indicating that the packet
voice multiplexer with flow control is superior
to that without flow control.

Let us now discuss the computer simulation
and numerical results for the performances of the
packet data multiplexer under voice interrupt.
First, let us discuss the generation of data packets.
We note that the probability that d data packets
arrive in a slot time is given by (40), and the sum
of Py(d) for all d5 is one. We can calculate P(d)

using (40) and then find the cdf of Py(d).
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Fig 10 Data buffer overflow probability versus data buff-
er size with the number of voice users and packet
generation interval of voice as parameters,

(Ts=10ms, Bp=0.1 and Qv="5).
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Fig. 10 shows the data overflow probahility
as a function of data buffer size with the number
of voice users, the packet generation interval of
voice and the voice buffer size as parameters.
Compraring the curves (2) and (3), we observe
that for the same output link capacity the over-
flow probability of data traffic decreases as the
number of voice user decreases. Comparing now
the curves (2) and (4), we see that for the same
number of voice users the data overflow proba-
bility decreases as the link capacity increases.

The average queueing delay of data packets
as a function of data buffer size with the traffice
load of B,=0.1is shown in Fig. 11. Note that
the average queueing delay of data traffic is longer
than the maximum data buffer size when the voice
parameter values are N=3, M=2 and Q,=5. This
is due to the fact that the incoming data packets
should wait before getting the channel service
until all the voice packets in the voice queue are
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Fig. 11 Queueing delay of data packet versus data buffer
size Q4 with the number of voice users and packet
generation interval of voice as paramete 5 when no
flow control is done ( s=10ms, 3, =0.1 and Qv=
5).

(1) N=3,M=2 (2) N=4,M=3 (3) N=5, M=4

transmitted out. We observe in Fig. 10 that the
overflow probability is about 10~° for the case of
Q4=30, N=5, M=4, Qy=5 and fa=0.1 In

this case, the average queueing delay of data
traffic is about 100 ms.

7. CONCLUSIONS

In this paper, extensive studies have been
done on the performance of a packet voice/data
multiplexer. We analyzed its performance in
discrete time domain. For analysis we divided
the output link into a sequence of time slots.
We modeled the on-off pattern of voice with a
two-state Markov process, and the packet genera-
tion interval with an(M+1)-state Markov process.
Then, we formulated a recursive equation for a
joint pdf of the input state and the queue size
using the two-dimensional Markov chain model,
and solved it for the pdf numerically by the Gauss-
Seidel iteration method. With the joint pdf ob-
tained, we investigated the steady state queueing

behavior of the packet voice multiplexer. It
has been found that the use of flow control for
the input traffic is much desirable to utilize the
given channel bandwidth efficiently and to trans-
mit voice in relatively good quality with low over-
flow probability.

We next studied the queueing behavior of the
packet data multiplexer under voice interrupt.
We analyzed the queueing behavior of the multi-
plexer with a three-dimensional Markov chain
model using the Gauss-Seidel iteration method.

To prove the validity of analysis, we com-
pared the analytical results with those obtained
by simulation. We obtained the numerical results
for overflow probability. These results show that
there exist tradeoffs among the number of users,
TASI gain, overflow probability for voice traffic,
and tradeoffs among traffic load, overflow pro-
bability and delay for data traffic.
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