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ABSTRACT

In this paper we study the enhancement of intelligibility in linear predictive coding (LPC) of speech by frequency
weighting. For clean speech, frequency weighting is done before LPC analysis. For noisy speech, the noisy effect is
first removed by the spectral subtraction method, and then frequency weighting is done on the resulting speech. The
weighting functions considered are the C-message weighting function, Flanagan weighting function, and the weighting
function based on the modified articulation index. According to various distance measures used and our subjective
listening tests, frequency weighting is effective in enhancing the intelligibility of LPC synthetic speech.

1. INTRODUCTION Kbits/s. Although the LPC vocoder in this range yields

relatively good synthetic speech quality, it is far from

It is well known that linear predictive coding
(LPC) is one of the most effective methods for Jow
bit-rate speech coing [1], [2]. It uses the linear predic-
tion method in analyzing speech signal for extraction of
prediction or reflection coefficients. The typical trans-
mission rate of an LPC vocoder ranges from 2.4 to 4.8

the toll quality. Furthermore, when there exists acous-
tical noise or distortion, the quality becomes unaccepi-
ably degraded. For this reason much effort is being
made to improve the speech quality of the low-rate LPC
vocoder,

In this work we are concerned with improving the

+RNY: AAFALTL
AR YIRS - AAT U
Fx Y A EY SATYSTA



44

method of linear prediction analysis for noisy as well as
clean speech. Particularly, we are interested in improv-
ing the intelligibility of synthetic speech. [t is known
that the second fomant of speech signal is more impor-
tant in intelligibility than any other formant. In the first
part of this work, we study three frequency-weighting
methods that are incorporated in LPC to enhance the

intelligibility, when the input speech is clean. They are
the C-message weighting method, the Flanagan weighting
method and the weighting method based on the modifi-
fied articulation index curve. The articulation index
curve was originally used for waveform coding. Here we
modify it so that it can suppress energy in the low
frequency region. It is almost similar to the Flanagan
weighting function, but it gives mote emphasis in the
low frequency region (i.e., the first formant region).

In the second part, we investigate the improve-
ment of intelligibility of LPC synthetic speech when the
input speech is noisy. In general, when speech is cor-
rupted by white noise, its spectral peaks and valleys
become farily flat, and consequently its spectral envelope
gets also flattened. This results in severe distortion in
speech quality and intelligibility. To reduce the distar-
tion and to sharpen the spectral peaks (or formants) that
have been flattened due to noise, we use the spectral
subtraction method [3]-[5], and the frequency weight-
ing method simultaneously.

Following this introduction, in Section II we
introduce the frequency-weighted linear prediction
analysis method. In Section IfI we study the enhance-

ment in LPC analysis of noisy speech by frequency
weighting and spectral subtraction. In Section IV we
present simulation results, and examine the effectiveness
of the proposed methods by using various distance
measures. Finally, we make conclusions in Section V.

II. FREQUENCY-WEIGHTED LINEAR
PREDICTION ANALYSIS OF
CLEAN SPEECH

As mentioned previously, LPC vocoder is efficient
for low-bit rate (ie., 2.4 Kbits/s) speech coding. Its
quality is relatively good at that rate, but is not of toll
quality.  Particularly, its intelligibility needs to be
improved. This may be accomplished by extracting
prediction coefficients from frequency-weighted speech
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which has weighting on the perceptually important
second formant region.

We now formulate LPC in the frequency domain
and introduce the frequency-weighted linear prediction
analysis. The z-transform of prediction error signat e(n)
is given by

M
E(z) =1+, 2 Sk
= Alz) Sfz) m

where S$(z) is the z-transform of input signal s(n), and
ta) ) and A(z) are prediction coefficients and the cor-
responding z-transform, respectively. Also, the error
energy E is represented by

_ 2 _ 1 r 2
E= n-%' e(n)_z_Jt ‘IIE(w)]dw (2)

where E{w) is the representation of error signal in the
frequency domain. If we define

Plo) & ] Sia) I?, 3)
the error energy may be expressed as

=§% -fx P} | Alo) I° dw (4)

Prediction coefficients {a} are then obtained by mini-
mizing the error energy as

2 =¢ for E=1,..... , P (5)
aa-.

Here, since we want to obtain frequency-weighted LPC
coefficients, we first obtain the frequency-weighted
autocrrelation coefficients R(k) as

Rk} = (27) ! [;I Sle} IF] Wiw) 126 ao

(6}
where W (%] s a weighting function. In this work we
use three weighting functions; the C-message weighting
function, the Flanagan weighting function and the
weighting function based on modified articulation index.
These are given, respectively, in the frequency domain as
the following:

(i) C message curve

W(f)=39.8x —40 (dB) 0< €< Kik

t
1000
=0 (dB} 1<f<3K (7)

=—0,018xf—1.4 (dB) 3L1<4KR
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(i) Flanagan weighting curve

f
W(f) =2.27 x5 — 30

dB) 0<{1<035KHz
350 {dB) 0

=0.34xL—3_77 (dB) 1.35 <f<<0.8KHz

450

r H
=— - BLI<4 KHz
0.22 X g7, +5.525(dB) 0.8<1<4

(8)

(iii) Modified articulation index curve

W(1)=4 x—w—5 (dB) 0<1<0.5Kk
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Fig. 1 shows the three weighting functions. The C-
message curve has uniform weighting from 1 to 3 KHz,
and in other region it has linearly decreasing weight.
The Flanagan weighting curve emphasizes the frequency
region from 0.6 to 1.5 KHz. The modified articulation
index curve is similar to the Flanagan weighting curve
and gives more weight than Flanagan weighting in the
frequency region below 0.6 KHz.

A block diagram showing the procedure of getting
the frequency weighted LPC coefficients is given in Fig.
2. The input signal s(n) is windowed by a Hamming

600 window. The windowed signal s'(n) is transformed to
— (dB) 0.6 <f< |5Kk frequency domain by the FFT. And the input signal
power spectrum |S{ ) (* is weighted for each frequency
=—4 x séo 1 (dB) 1.5<LE< 2Kz component. After frequency weighting, we obtain the
frequency-weighted autocorrelation coefficients { R(i))
=—5 (dB) 2<f<3KkE by the inverse FFT, from which we calculate the predic-
t tion coefficients {a;} or reflection coefficients {k;} by
=8 x 1,000 —5B) 3<r<dkE (9 using the modified Levinson’s algorithm.
Of (a)
(b)
—~ ~10
S (c)
w
a
=1
'—
= -20¢}
Q.
=
30t
-40 : s .
0 1 2 3
FREQUENCY (kHz)
Fig. 1  Frequency weighting curves.

{(a) C-message weighting curve
(b) Modified articulation index curve
(c) Flanagan weighting curve
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s(n) WINDOWING s'(n
! ] BY -—(.2 FFT —] |S'(w)|2 —wi  NEIGHTING }—
HAMMING WINDOW
{R(i)} CALCULATE {61} AND {ki}
— ] 1FFT - e {ai} or (k.‘}
BY LEVINSON'S ALGORITHM

Fig. 2  Analysis procedure for frequency-weighted LPC coefficients.

11l. ENHANCEMENT AND FREQUENCY.
WEIGHTED LINEAR PREDICTION
ANALYSIS OF NOISY SPEECH

In general, noisy speech enhancement can be
done by using adaptive digital filtering [6] or spectral
subtraction methad [3]-[5]. In this work we utilize
the spectral subtraction method to reduce the noisy
effect. Then, the enhanced speech is frequency-weight-
ed before LPC analysis to get the prediction coefficients.

The procedure can be explained as follows. During non-
speech activity, we get the noise power spectrum, and
subtract it from the noisy speech power spectrum. We
use the phase of noisy speech signal as that of the en-
hanced speech signal. Mathematically, we can write

§(e'*) = (1X(e™) 1~ IN(e’) ]

ST
where $(e**) is enhanced speech signal power spectrum,
X (el*) is noisy speech signal power spectrum, N{e’*)
is noise power spectrum, and 9, is phase of noisy speech
spectrum. if the subtracted magnitude of frequency
component becomes negative, we set it equal to zero. A
block diagram of noisy speech enhancement in the fre-
quency-weighted analysis is shown in Fig. 3. The
estimated noise power spectrum is first subtracted from
the input noisy speech power spectrum, and then
frequency weighting is done in the same way as for clean
speech (see Section 1I). The result is inverse Fourier
transformed, and finally the prediction or reflection
coefficlents are calculated by the conventional modified
Levinson's algotithm.

x(n)

HAMMING WINDOW

CALCULATE SIGNAL POWER
SPECTRUM S(w)

SPECTRAL SUBTRACTION

|

FREQUENCY WEIGHTING

Fig. 3

IFFT

R(1)

Block diagram of spectral

subtraction method.
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TV. COMPUTER SIMULATION AND
DISCUSSION

The frequency-weighted linear prediction algori-
thm has been simulated on Data General's MV/8000
computer, and advantages of the proposed algorithm
over the conventional method have been investigated.
For our simulation real speech band-limited to 4 KHz
and sampled at 10 KHz has been used. To obtain noisy
speech we have generated white Gaussian noise using a
random number generation program and added it to
clean speech. In the LPC analysis, we have used the
following parameter values:

Window length (Hamming window)  27.5 ms
QOverlap length 5 ms
Frame length 225 ms
Number of coefficients 10
Length of FFT and inverse FFT 256

To compare the performance of the proposed
LPC algorithm with the conventional one, the LPC
distance measure and the frequency-or energy-weighted
spectral distance measure were used. These are now
described briefly.

LPC Distance

{takura has proposed the LPC distance measure as
a criterion of deviation between the reference and test
speech [7]. It is defined by

o Rra

DAN,, +f —— (1))
eff n aT *R.a
a2 Ra

where 3 denotes a column vector by linear prediction
coefficients under test and a, denotes that obtained
from clean speech:

arF{l, a, 8

R is an (M+1) x {M+1) autocorrelation matrix of the
clean speech. and N g is an effective sample length of
one analysis frame given by

Neff =0.65N
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where the Hamming window is used [8]

Frequency-Weighted Spectral Distance

Frequency-weighted spectral distance measure is
defined by

ba ?c(e.‘m.k)[log Bc(ej-uk) _th(ejwknz

INC
(12)

where B, is the LPC spectrum obtained from clean
speech and B is that under test. The use of a frequency-
weighted distance measure that emphasizes spectral
peaks is desirable because human ears are more sensitive
to the changes in spectral peaks rather than in valleys

[°1.

Energy Weighted Distance

{t is reasonable to assume that the distortion in a
frame with lower energy has less influence on quality
than that in a frame with higher energy. Therefore, we
have also used a measure of time average energy weight-
ing. This measure is defined as

DA (13)

where m denotes the frame number, M is the total
number of frames and D, is the spectral distance
measure in the my block.

In our study we have used the three frequency-
weighting curves shown in Fig. I. In Fig. 4 the spectrum
of clean speech and IPC spectra of clean speech, C-
message-weighted and Flanagan-weighted speech are
shown. As seen in the figure, below 1 KHz LPC spectra
with Flanagan weighting represents more closely than
that with C-message weigtg:'ing, but "above 1500 Hz
C-message weighting follows more closely to the LPC
spectrum of clean speech. Also we can observe that the
LPC spectrum with either weighting function tracks the
original speech spectrum more closely than that without
weighting in the second formant frequency region. In
Fig. 5 the spectrum of clean speech, LPC spectra of
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Fig. 4 (a) Spectrum of clean speech and LPC spectra of (b) clean

speech (c) speech with C-message weighting (d) speech with
Flanagan weighting.
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Fig. 5 (a) Spectrum of clean speech and LPC spectra of (b) clean

speech (¢) speech with modified articulation weighting and
(d) speech with Flanagan weighting.
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clean speech and Flanagan-weighted and modified arti-
culation index weighted speech are shown. In this
figure, above 800 Hz both weighting functions yield
almost the same spectra, but below 800 Hz the articula-
tion index curve follows the spectrum of speech more
closely than the Flanagan weighting curve. This result
is due to the fact that in the low frequency region the
articulation index curve gives more weight than the
Flanagan weighting curve.

In Fig. 6 the spectrum of clean speech and LPC
spectra of 10 dB noisy speech, enhanced speech and
C-message weighted speech are shown. It is seen that as
a result of the effect of enhancement and C-message
weighting, the second formant frequency region is
emphasized. In addition, Figs. 7 and 8 show the LPC
spectra of Flanagan-weighted and modified articulation
index weighted speech in addition to that of 10 dB noisy
speech. We note that the effect of weighting on noisy
speech is almost the same as that on clean speech.

Figs. 9 through 11 show LPC distance measure,

80

[=2]
o

MAGNITUDE (dB)
S
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frequency-weighted spectral distance measure and
energy-weighted spectral distance measure between the
reference (i.e., clean speech) and test speech with various
SNR’s, respectively. Also, in Figs. 12 through 14, we
compare the frequency-weighted LPC distance of noisy
speech with those of enhanced speech with C-message
weighting, Flanagan weighting and also modified arti-
culation index weighting, respectively. '

Acrording to the simulation results presented
above, the frequency weighting method is indeed
generally effective in enhancing the intelligibility of
synthetic speech regardless the input speech is clean or
not. Also, the combined use of the spectral subtraction
method and the frequency weighting method improves
the quality and intelligibility of synthetic speech. In
addition to testing with the objective distance measures,
we also tested subjectively by listening to synthetic
speeches. Our subjective testing confirmed the effective-
ness of frequency weighting in enhancing the intelligi-
bility of LPC synthetic speech.

20
0
0 S0 LB Lrn) SR 2085 2008 3T 4806
FREQUENCY{Hz)
Fig. 6 (a) Spectrum of clean speech and LPC spectra of (b) 10 dB

noisy speech, (c) enhanced speech and (d) enhanced speech
with C-message weighting.
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Fig., 7 (a) Spectrum of clean speech and LPC spectra of (b) 10 dB
noisy speech (c) enhanced speech and (d) enhanced speech
with Flanagan weighting,
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Fig. 8 (a) Spectrum of clean speech and LPC spectra of (b) 10 dB

noisy speech {c) enhanced speech (d} enhanced speech with
modified articulation weighting,
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Fig. 9 LPC distances of (a) noisy and (b) enhanced
speech.
(The reference is clean speech)
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Fig. 10 Frequency-weighted spectral distances.

{(a} Noisy speech
{(b) Enhanced speech
(The reference is clean speech)
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Energy-weighted spectral distances of
(a) noisy and (b) enhanced speech.
(The reference is clean speech)
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Frequency-~weighted spectral distances of
(a) noisy speech and (b) enhanced speech
with C-message weight.

(The reference is clean speech)
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Fig. 13 Frequency-weighted spectral distances of (a)
noisy speech and (b) enhanced speech with
Flanagan weight.
(The reference is clean speech)
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Fig. 14 Frequency-weighted spectral distances.

(a) Noisy speech

(b} Enhanced speech with modified articula-
tion index weight

(The reference is clean speech)
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V. CONCLUSION

We have studied the enhancement of intelligibility
in linear predictive coding of speech by frequency
weighting. The weighting functions considered are the
C-message weighting function, Flanagan weighting func-
tion and the weighting function based on the modified
articulation index. 1t can be concluded that the fre-
quency weighting method is indeed generally effective in
enhancing the intelligibility of LPC synthetic speech
regardless the input speech is clean or noisy.
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