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Nonestimability of Missing Values
for 2¢ and 3* Factorial Designs

Jung W. Sim* and Sung H. Park**

ABSTRACT

A method of missing value estimation for a general design is described. In particular,
the cases of missing value estimation for 2¢ and 3* factorial designs are studied.
The cases where the missing values are not estimable for 2* and 3* design are
explored and discussed. Some examples are illustrated to show the missing value
estimation and the nonestimable cases.

1. Introduction

Suppose a linear regression model is
y=Xp+e ¢))
where y’:(yl, cery V), @’:([30, we, B), e~(0, L.o®), and X is an nx(k+1) matrix
with rank 2+1. Suppose that the matrix X' is divided into (X", X»") in such a way that
X, is associated with n—m response values ¥, that are observed, and X, is associated
with m response values y» that are missing.
The residual sum of squares when we fit the model (1) is expressed as
St=yy—BX'y
:y’(L.—X(X’X)“ Xy
=y Hy
where
H=I-X(X X)X, )

and H is an #X#n symmetric matrix. Letting
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H=(ls, -+, b)),
where h: is the ith column vector of H, and partially differentiating S? with respect
to y: and setting the result equal to zero to satisfy the condition for a minimum, we
find that
R y=0, Or by yi+eethin ya=0. (3
Since
(8/0y:) (b y)=hi>0,
because H is positive definite when S$2>0 this equation gives a minimum,

Solution of the equation (3) for y: provides us with the estimate y; of a single missing

value y;. If m observations Yn-ms1y 0ty Y» are missing, we must solve the simultaneous
equations

Hornonin 3=0,+, b 3=0 @
for the missing values,
Note that

H=I-X(X'X)" X
—I— Bﬂ(x' X)Xy, X))

2
:[In-m—Xl(X’X)"XI' —XI(X’X)"XZ']
—X%(X X)Xy L—X(X XD Xy

Thus if
Y= (Fnomity vy Ya)
is the vector of missing values, we obtain the estimates ¥. from
=X (X X)“Xl’gzp# I — X (X X)) Xz’)y‘z:O
If
G=(L—X(X X)-1 X,/)~1 6))
exists,
¥ =GX,(X" X)"‘Xl’gz,, ()
This formulae for missing value estimations is derived by Tocher (1952) and Draper
(1961).
Let b* be the estimates of 8 using z'=( ¥y 92'), the observed and estimated responses
together, It is not difficult to show the estimates b=(X," X,)-! X, b7 from the observed

responses are identical to the estimates =X Xt x 2. Note that
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b=(X X—-X)’ X' Xi'
= (X X) (T — X Xe(X XD X 91
= (X' X) " (Den+ X' GXo (X X)) X' 1
where the identity (/+AB)~'=I—A(l+BA)™' B has been employed.
Therefore,
b*=(X" XD X"z
=X X)"(Xl’J_zl+X2’ )
=X X)“‘(X{ivl—FXz' GX,(X X071 Xy y0)
=(X X) " T+ X GXo( X XD™H Xi' 31
=b. )
The expected value and the variance of b* are
EQH=EDB)=8
Var(b*) =Var(d) = (Xy’ XD tod

Let s? be the mean squared error of the regression model whose response values are
composed of all the observations, and s*? be the mean squared error of the regression
model whose response values are composed of all the observations and the estimated
missing values,

Then
s¥2=g?,
Since
(n—-m—k)s¥*=z'z2—b* X'z
zy,’%’d—j@’ jz—{)’(Xl’yl—&—Xz’ F2)
= = X
=(m-—-m—Fk)s.

In the following sections, we discuss how to estimate missing values for 2* and 3*
factorial designs, and nonestimable cases are studied for these designs. Some authors such
as Box et. al. (1970), Healy and Westmacott (1956), Preece (1971), Shearer (1973) and
Wilkinson (1958) have studied missing value estimation, However, nonestimable cases for

2k and 3* factorial designs have not been treated.

2, 2* Factorial Design
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Consider the linear regression model with k independent variables in the 2% factorial

design
s
y:ﬁo‘f; Bixit+e 8
or
L] k
y:ﬁo‘{“_; B: xi+§_,6ii X:i X;t+e. Q)

The model without the intercept term g, is not considered here,

Note that the model (9) has additional (lze) interaction terms compared with the model
®.

In this design, if missing observation occur, the solutions of the equations (4) for
missing values can be obtained by using the matrix H, We now examine the matrix H

and the cases of non-estimability for the 2* factorial design without replication,

2.1 2? Factorial Design

The regression model (8 in the 22 factorial design may be written as

y=x8+te,
Where .y,:(yh.yb Vs, J’4>, éz(ﬁor ﬂl: .82): €:N(_0, ]4 az>
and
1 -1 ~1
yo|1 =1 1
1 1 -1
1 1 1

For this design the matrix H is given by
a b b a
H= a a b
(sym) a b
a ’
where a=1/4 and b=—~1/4,

Let m be the number of missing values, If m=1, the missing value is estimable, We
can easily obtain that the single missing value yi is estimated by §;=y,+y;—p,, $,=
YiF+Ya—Ys, Fs=y1+yi—y, and Ie=ytys—yi. If m=2, missing values are not estimable,
since the number of regression parameters to be estimated is greater than the number of
nonmissing obervations. We can observe such nonestimability in a different way.

Suppose the last two observations Ys and y, are missing. Then the simultaneous
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equaltions (4) become
[a b] Fﬂzrbyz—ayz}
b a ¥ —ay;—by,

Let

Then since the matrix @ is singular, y, and y, are not estimable,
The regression model (9) in the 2? factorial design
y=00+ B1 %1+ B2 X2+ iz Xy X2+ €
has 4 regression parameters, Therefore, 2 design is a saturated design for this model,
and if there is a single missing value, it is nonestimable, Note that, since X’ X=XX'=
4I,, the matrix H becomes 0s 4X4 null matrix. Accordingly, the corresponding matrix

Q for any missing value estimation becomes a null matrix,

2.2 2° Factorial Design

In the 22 factorial design for the regression model (8) the matrices X and H are

given by

1 -1 -1 -1y ¢ d d f d f f eq
1 -1 -1 1 c f d f d e f
1 -1 1 -1 c d f e d f

x-{1 -t 1 11 pg= c e S/ d (10)

1 1 -1 -1 ¢c d d f
1 1 -1 1 (sym) ¢c f d
1 1 1 -1 ¢ d

-1 1 1 1- - c”,

where ¢=4/8, d=—2/8. ¢=2/8, and f=0.

If m<3, all the missing values are estimable. If m=4, four missing values on a plane
or on a diagonal plane in a cube as shown in Fig. 1 are not estimable, because the
corresponding matrix @ is singular, But four missing values in other cases are estimable.
For example in Fig.1 four missing values

(D, ¢, b, be; (1), ¢, a, ac; and (1), ¢, ab, abc; etc.,
are not estimable, but

D, ¢, a, ab; (), ¢, b, ab; (1, ¢, ac, abc;
and

(D), ¢, bec, abe; etc,,
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are estimable, If m>5, all the missing values are not estimable bzczuse at least four of

them are on a plane or on a diagonal plane

ac abc

o bc
Fig. 1. 23 Factorial Design
The model (9) for the 23 factorial design is
Y=Bo+B1 X1+ Be Kot Bs X3+ Buz 1 o Brs 1y X3+ B2 X2 X3+ €
which has 7 regression parameters, Hence, if m=1, the missing value is estimable,

However, if m>2, the missing values are nonestimable. For this design, the matrix H

is given by

a b a b a a b,

( a a b a b b a

a b a b b a

H= a b a a b

a b b a

(sym) a a b

a b
_ aJ

where a=1/8 and 6=—1/8.
For example, if abc(=ys) is missing, we can obtain from the equation (4) that

a36=js=(1)+bc+ac+ab—a—b—c.

2.3 2! Factorial Design

The matrix H for the model (8) is given by (11) below, where b=11/16, ¢=—3/16,
s=—1/16, and {=1/16.

If m<7, all the missing values are estimable, If m=8, all the missing values on a 3-

dimensional cube or on the other level of that 3-dimensional cube points are not estimable,
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rpqqsqsstqsststtrﬁ
psqsqtssqtstsrt
pqstqsstqstrst
p ¢t s s g t s s g v t t s
p g g s s t t r g s st
p s g t s r t s q t s
p g ¢t r s t s t g s
H= p r t t s I s s ¢ 1D
p ¢ 9 s g s s
p s g s qg t s
p g s t q s
p t s s ¢
p g g s
(sym) » s ¢
b q
- p7,

but the missing values of all other cases are estimable, For example, 8 cube points
), ¢, b, be, a, ac, ab, abe; (), ¢, d, cd, b, bd, be, bed,
or high level of the 8 cube points about factor d
d, cd, bd, bed, ad, acd, abd, abed;
a, ac, ad, acd, ab, abd, abc, abed; etc.,
are not estimable, If »>>9, when a subset of the missing points are composed of the
missing points which are not estimable for m=3§, the missing values are not estimable,
Example 1. In a 2¢ factorial design, suppose the observations are given by
g”z((l), d, ¢, cd, b, bd, bc, bed, a, ad, ac, acd, ab, abd, abe, abed)
=(15, 26, 18, cd, 28, 22, 11, 19, a, 17, 20, 24, 29, 22, 16, 23).
The letters ‘cd’ and ‘@’ represent missing values which are to be estimated. Missing
values are the 4th and 9th observations, Using the matrix H in (11), we can see that
h'=(s, 49,9 pt5584¢tsSs 47 t, t, )
hy=(q,s, 8¢t 8 Lt 710,448,545 S, D).
The estimation equations A, =0 and 7’ y =( are given by
pg/g\l+t&=—84q—297—1083—66t
tcd+pa=—81g—197 —134s—56¢.

Therefore, we obtain

PiRES
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For the model (9) of the 2¢ factorial design, there are 11 regression parameters, If m<
5, the missing values are estimable, and otherwise, they are not, Since the treatment is

similar to the 2% design, the details are omitted here,

3. 3* Factorial Design

3.1 3* Factorial Design

For a 3% factorial design the regression model is assumed

Yi=Bt+ 51 X+ 8 x4+ Bu X%+ Bas X%+ 81 Xy Xyites, (=1, 9, (1
where
1 -1 -1 1 1 1
(1 -1 1 0 0 1
1 -1 1 1 1 -1
1 0 -1 0 1 0
X=|1 0 0 0 0 0
1 0 1 0 1 0
1 1 -1 1 1 -1
1 1 0 1 0 0
-1 1 1 1 1 1 J
For the model (12), 1he matrix H is given by
vt v ot uw ou v ou wo
s t u t wu wu "
¥ u u t w u v
s &t t u wu
H= S ¢t u t u
S u u t
r t v
s ¢
L ,J

where 7=7/36, $s=16/36, t=—8/36, u=4/36, v=1/36, and w=—5/36.

Let us consider the estimability for the missing values in the 32 factorial design; If
m<2, all the missing values arees timable,-:1f m=3, three missing values on a real line
or on a diagonal dotted line as in Fig.2 are not estimable, since in tfle simultaneous

estimation equations the corresponding matrix € is singular, That is, in Fig. 2,

Yoos Y10y Yzo5 Yoi, Y1ty Yars Vozy Yizy Voas N
Yaos Vo1, Yozi Yoy Vit Yizs Yzos Yor, Voo I
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Yooy Y115 Yezs Yoz, Y11, V2o

are not estimable. If m>>4, all the missing values are not estimable,

02 12 ,7]22
N

0T /N 11 21
N\

00 10 20

Fig. 2. Factorial Design

Example 2. In a 3? factorial design, suppose the observations
are
¥ =(Yo0 Yo1s Yozs Y10y Y11y Y120 F205 Jats Y22)
=(5,7, 8, * 6, 6,9, 8 %),
where ', are the missing values which are to be estimatcd, Using the matrix H, we
can see that
hi=C, u, u, s, t, t, t, u, u),
hy'=(w, u, v, 4, u, £, v, t, .
The estimation equations 4, y=0 and Ay’ y=0 are thus
F10 S+ F2 u=—26£—23u
Fro U+ Pz v=—14—13u—17v—5w.

Hence, we can obtain that
Fu= [J:’m:l - [5. 625]
Y22 6.5

3.2 3° Factorial Design
In the 3° factorial design, the regression model is given by
Yi=Bo+ B1 Xyi+ B Xt B Xait Pua X21i+ Baz K25+ Bas X%
+ Bz Xys Xait Bis Xus Xait Bog Ko Xyi+€iy 1=1, 000, 27,

where the matrix H is
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feghgqphppgqbquuputhppputptuu
f&84949qphpasquqguuquphpugqgutuvt
ebngphpqguuqtuppphtupwtp
fshgqpquusqqquuputhqvput
r'$q sSququqgsququuqguqgsqugqgu
quguuqqqsuuqtubvqhtup
eghputquugqpptwputhpp
fguquuquqsqtvtuquphp
etupuquqgwtptuppph
fshsqqhqvgqpquuput

¥ S q9 S99 5Sqg4qgSququuqun

f a9 svaghpqgguugtup
rtssqqquusqqquu

H= rtqsququgqgsququ
Y949 s uuqgqqsuungq

S shputquugaqghp

¥ Suquuqgugqgsq

ftupuugpaqgg

(sym) € g hgaqphopp
f & asqgphp

€ebqggpdh

fshgaqp

¥ s qq4q

fbaeg

e g h

ng

e

where ¢=53/108, f=71/108, g=—25/108, h=-7/108, p=5/108, ¢=—4/108, r=80/
108, s=—16/108, {=—1/108, u=8/108, v=—13/108, and w=—19/108.

Next, we consider the estimability for the missing values in the 3* factorial design. If
m<8, all the missing values are estimable, If m=9, nine missing values on a plane or
on a diagonal plane are not estimable, That is, in Fig.3, nine missing values on a plane

Yooos Yoo1, Yooz Yotos Yorr, Yorz, Yozos Yoat, Yozzs

Y100y Y1015 Y10z Y110y Y111, Pizs Braos Yiaty Yizzs

Y2000 Y2015 V2025 Y10y Y211y Yoz, Yazos Yozt YVozos €l
or nine missing values on a diagonal plane

Yoo, Yoots Yoozs Viro, Yiu1y Yiazy Vazos Yazts YVazes

Yooay Yoros Yozos Yio1s Yi11y Va1, Y202, Vare, Yaza) E€tcC,,
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are not estimable. If m>>10, when a subset of the missing points is composed of the

missing points which are not estimable for m=9, all of the missing values are not

/200 /l210 20
! 1

11 21

estimable.
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Fig. 3. 3 Factorial Design

4. Remarks

In this paper missing value estimation was considered for 2t and 3* factorial designs.
If missing observations occur in such factorial designs, some good properties such as
orthogonality and easy use of Yates' algorithms are not applicable. However, by inserting
the estimated values into the missing observations, such good properties can be recovered
and the usual statistical analysis can be performed. Moreover, the residual sum of squares
is unaltered whether the estimated missing values are inserted or not.

There are some cases where missing values are not estimable, The cases were studied
in detail for 2% and 3* factorial designs. In general, the nonestimable cases could be found
in such cases that subsets of 2* or 3* factorial points have special structures as shown
before,

Further studies are desired in missing value estimation. In particular, missing value

estimation in fractional factorial designs, central composite designs, etc., should be of
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interest for further study.
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