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On Statistical Multiplexing of Data Signals
with Dynamic Buffer Control
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Abstract

In this paper various aspects of statistical multiplexing of data signals have been investi-
gated. A queueing model with finite waiting room and batch Poisson arrivals is studied
assuming that data signals are transmitted at a constant rate. Using traffic intensity and aver-
age burst length as parameters, overflow probabilities and expected queueing delay due to
buffering are obtained. Also, a real system model of a statistical multiplexer that can be
directly used in micro-programmed hardware realization is proposed. To examine the per-
formance of the system, computer simulation has been done at various conditions. The
results obtained can be used in designing a buffer efficiently.

I. Introduction

communications is increasing rapidly, the

efficient use of communication channel band-
In recent years, as the demand of data width is important. One method to solve this
problem is efficient multiplexing. In this work,

we examine statistical multiplexing of digital

‘EER, £BEEREAEMH data signals with packet transmission strategy.
(Gold Star Electric Co. Ltd.) Our major consideration will be given to the
**EEA, KEBRENRE B 2 BT IEH buffer behavior that is the most important in
(Dept. of Electrical Science, KAIST) the design of a statistical multiplexer. Two

BZAT 1983 1A 4H important problems are the interrelationship
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between the overflow probability and the
buffer size at various traffic intensities, and the
queueing delay due to buffering. Overflow
that may be defined as the average fraction
of the data rejected results in lost data, causing
invalid transmission. To reduce overflow
occurrences, the use of a large buffer is desired.
But, in this case, the queueing delay can
become unacceptable.

From measurement of several operating
computer systems, Fuchs and Jackson[!! have
found that the burst arrivals can be approxi-
mated by the Poisson distribution, and that the
burst length can be approximated by the
geometrical distribution. Based on this result,
studies on the buffer behavior have been
done by several researchersi?1:131  Although
from these study results the buffer behavior
is known fairly well, a buffer control model
that can be directly used for hardware realiza-
tion needs to be investigated.

In this paper we first analyze the buffer
behavior of batch Poisson arrivals and a single
constant output with a fixed queueing buffer.
Next, we propose a first-in first-out (FIFO)
dynamic buffer control method and a real
system model of a statistical multiplexer that
can be directly used in micro-programmed
hardware realization. Also, we analyze the
proposed model with the input traffic that is
typical in data communication system, and
verify the result by simulation. The results
obtained can be used in designing a statistical
multiplexer efficiently.

II. Description of Statistical Multiplexing
System

It is known that the data structure of the
user-to-computer traffic during a call has only
5% activity duration!? . This indicates that
during a call the system is in its idle state for
a large amount of time. In such an environ-
ment, using the asynchronous time division
multiplexing (ATDM) technique (statistical
multiplexing is another name of ATDM.)
instead of the synchronous time division
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multiplexing (STDM) technique gives a great
The basic
idea of statistical multiplexing is the introduc-

advantage in channel utilization,

tion of a meassage switching technique in place
of a circuit switching technique. In statistical
multiplexing, the user whose message have
arrived first gets the top priority in obtaining
service. If the user (or terminal) has no message
to transmit, it becomes disconnected from
service. Hence, each user is granted access
to the channel only when he has a message
to transmit. Schematic diagrams of STDM
and ATDM are shown in Fig. 1.

TO_REMOTE COMPUTER
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B wn
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ATOM

Fig. 1. Schematic diagram of STDM and
statistical multiplexing,

As mentioned previously, the burst length
can be approximated by a geometric distribu-
tion function and the burst arrival by a Poisson
distribution function in data communication
systems as follows:

£ =0-(1-0%1, 0=1,2,.., (1
and

fy(n) = exp(-\)"A/nl, 0=0,1,2,...,

where X represents the burst length and Y the
number of bursts arriving during unit service
Using (1) and (2), we can deduce the
marginal probability mass function 7(j), which

interval. 1

1 . L
A unijt service interval means the time required
to transmit a character on output channel.
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describes the probability of the arrival of j
characters during a service interval as

I 510, gk . -k
Z, Gep) 00k - (-0)

m()= - exp (-N)/k!, j=1,2,..., %, 3

exp (-\), j=0.

Analysis of statistical multiplexing system
requires the knowledge of buffer status that
indicates the amount of data storage in the
buffer. Since the buffer status is changed
for every input or output process performed,
the state equation have natually the form of
a recursive equation,

Let us assume that the length of a queueing
buffer is N, and that the probability that there
are exactly n characters in the queueing buffer
at the instant when one unit service has been
finished is represented by P . Then, we can
deduce the basic equation describing the buffer
behavior. To obtain Pl’ we consider the
following three possible cases; the case that
there is no character arrived with the previous
state P,, the case that there arrived one charac-
ter with the previous state P;, and lastly the
case that there arrived one character with the
previous state Po. Thus, a state equation for
P, can be written as

Py=n(0) * Py +m(1) * Py + (1) * Py, (4)

where m(k) represents the number of characters
arrived during a unit service interval. Generali-
zing this result, we can obtain the following
N recursive equations:

n
Pn =7r(0)-Pn+1 +i§1 (n—i+1)-Pi+ ﬂ(n)-Po,
n=0,1,2,...,N-1. (5

In addition, since the length of a queueing
buffer is constrained to be N, we have the
following normalizing equation:

$p-1. (6)
1

i=1

Using (3), (5) and (6), we can obtain the equili-
brium state probabilities, Pg, Py, ..., and Py ;.

Now, let o be the average data departure
rate and B(QA/8) be the average data arrival
rate. Since the transmission of data initiates
at any time when data storage at the queueing
buffer is not zero, we can have

a=1-P,. N

In general, overflow can be defined as the ratio
of the average number of data rejected and the
total number of arriving data. Hence, the
overflow probability POf may be written as

Pof= 1—%' (8

In addition, the traffic intensity, a measure
of congestion of input stream, can be expressed
in terms of the data arrival rate § and unit
service interval u. That is,

plA B
=i ¢

I1I. Modeling of Statistical Multiplexing
System

1. General

In a statistical multiplexing system with
packet transmission strategy, an addressing
scheme is needed to identify each transmit-
ting message. Also, to handle messages arriving
randomly, an efficient buffer control algorithm
is required. Although these extra requirements
result in a little overhead in channel utilization
and some increase in system complexity,
these effects are minor compared with the
large gain in channel utilization through statisti-
cal multiplexing.

A statistical multiplexing system is com-
posed largely of several line buffers, a queueing
buffer, and a buffer control unit. Data signals
generated by users arrive first at line buffers
to be served by the queueing buffer. Without
any priority problems, data arrived are served
according to the first<in first-out (FIFO)

strategy. That is, if any one of the users
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gets first a certain amount of the contents
of his line buffer, he is immediately granted
the queueing buffer service. A queueing
buffer is the central part of the multiplexing
system under consideration. In managing the
queueing buffer, it is most important to con-
sider how to partition its capacity among all
users. A block diagram of the statistical multi-
plexing system is shown in Fig. 2.

CHANNEL

STATISTICAL MULTIPLEXING SYSTEM

Fig. 2. Construction of a statistical multiplex-
ing system.

2. Dynamic Buffer Control

As a buffer control algorithm, we use a
variable size partitioning algorithm based on
dynamic buffer control. This algorithm uses
adaptive distribution of the space in a queueing
buffer memory according to the amount of
data to be transmitted to each destination.
Thus, the maximum space that can be assigned
to each destination depends on the buffer
occupancy at the moment and on the number
of active otputs. Let the space to be assigned
to the i-th output be represented by S,. Then,
Si can be written as

=M ‘o
Si_EJrki’ i=1,2,..., m,

where

M
m

M (10
+1<KEM - —mtl.
In (10) M represents the size of a queueing
buffer memory in blocks and m stands for the
number of destinations. The buffer memory
can be assigned to each user adaptively from
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minimum one block to maximum M-m+l
blocks.

3. Description of a Real System Model

Modeling of a statistical multiplexing system
involves four subsystem modeling processes;

(i) modeling of a line buffer,

(ii) design of the buffer control unit,

(iii) modeling of a queueing buffer,

(iv) modeling of the input/output (I/O)

process.

Among these subsystems, the buffer control
unit is the most important, which controls
all the signal flows among sub-blocks in the
system with dynamic FIFO service.

A functional block diagram for the statistical
multiplexing system is shown in Fig. 3. A line
buffer accepts all the data from each user

Fig. 3. Functional block diagram of statistical
multiplexing system.

without any interrupt. The status of the line
buffer is continuously checked and the infor-
mation of the contents of the line buffer is
fed back to the buffer control unit. The buffer
control unit is composed of a network control-
ler, a message queueing controller, and a mes-
sage editor. The network controller performs
functions such as transmission control, device
control, and message routing. The message
queueing controller performs queueing and
scheduling for transmission. Lastly, the
message editor does text coding, message
header interpretation and linkage control.
From the information of line buffer state,
the controller decides whether the data in the
line buffer shouid be transmitted to the queue-
ing buffer or not.

The queueing buffer system consists of
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Fig. 4. Sub-block of buffer system.
(a) BAL (b) ATT (¢) AOL (d) QBM

four sub-blocks; an address translation table
(ATT), a queueing buffer memory (QBM),
block available list (BAL), and arrival order
list (AOL) (see Fig. 4). The ATT translates
the message destination addresses to the physi-
cal addresses of the QBM. The QBM is a
waiting place for the message before getting
the output service for transmission. It is
divided into many fixed-sized blocks. Here,
the size of a block is defined as a muiltiple of
a single packet size. A single block consists
of three elements; the message, a block con-
tinuation bit, and a linkage pointer. The block
continuation bit indicates whether the block
is the last block of the message or not. If the
block is not the last block, the linkage pointer
following the block continuation bit indicates
the physical address of the next block of the
message. Control of storage and transmission
of data is done by the dymaic buffer control
algorithm for which the memory partition
method was discussed previously. The BAL
is a storage where all the states of the WBM are
written. In the BAL, address of the unoccupied
blocks in the QBM are always available and im-

mediately updated as input and output
processes are performed. Finally, for the FIFO
service, the AOL is prepared in the system.
In the AOL, destinations of arriving message
blocks are written in the order of arrival at the
time when the blocks are stored in the QBM,
Then, during the output process, the FIFO
service is done by deciding the order of service
in the order listed in the AOL.

The input process is composed of two
procedures; choosing a channel for service and
transferring the data for the chosen channel
from the line buffer to the QBM. The choice
of a channel is made by the scanning operation.
Data generated by each user is received by
the system and first stored in a line buffer
without any interruption. If any one of the
line buffers has its contents exceeding a certain
threshold, the channel connected to the line
buffer is selected through the scanning opera-
tion.

On detecting a channel for service, the
controller checks if there is any space to
store in the QBM. The controller selects one
block among available blocks listed in the
BAL, and adopts it as the first block address.
Now, the controller looks up the ATT. In this
case, there can be two possible states. First,
if the buffer status bit for the destination of the
data is O (no queueing message for the same
destination), the controller writes the selected
address on the list of the first biock address
of the ATT. The data read from the line
buffer is stored in the QBM starting at the first
block address. After storing one block of data
in the QBM, it is checked whether the block
is the last block of data or not. If the block
is the last block, the controller sets the block
continuation bit to 1, and search for the BAL
for another space to serve the remaining data.
Also, the controller writes the destination
of the stored block on the list of the AOL.
searches for the last block of data in the QBM,
and then sets the block continuation bit to
I. Next, the BAL is searched. In this case
if there is no list of empty blocks, the data
should wait in the waiting quenue. When
a new address is selected, the controller writes
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the selected address on the linkage pointer
of the last block of data in the QBM. After
Through the above procedure, the messages
are served to reach the last block of each mes-
sage. When the data just served is the last
block of data, the block continuation bit is
set to 0. And the last block address of the
data is written on the list of the last block
address of the ATT. Second, if the buffer
status bit for the destination of the data is 1
(some messages are enqueued now for the same
destination), then the data should be stored
in the QBM right after the enqueued data.
Therefore, one should first identify the last
block address of the enqueued data from the
ATT. After the identification, the controller
the process, storage of data in the QBM follows.
This storage is also done in the same manner
as illustrated in the first case. Fig. 5 shows
the overall flow chart of the queueing buffer
service described above.

The output process performs the function

LINE BUFFER
= WAITIKG
BUFFFR

OUTPUT
PROCESS

LINE BUFF
WAITING B

DATA IN LINE BU.

-» (UEUFING BUFF.

b(ICH) =t
FBA IN BAL - O

Fig. 5. Flow diagram of queueing buffer
service.
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of transmitting data in the QBM on an output
channel at a fixed transmission rate. This
process is ‘‘unlocked” at anytime when the
QBM is not empty. Whether the QBM is empty
or not can be easily checked by the buffer
status bit in the ATT. The output process
can be initiated if any one of buffer status
bitsis 1.

The output process is performed as follows.
First, the controller examines the AOL to know
which destination should be linked first.
After the determination of the destination,
the controller reads the first block address
overflow probabilities in Fig. 7. This type of
errors can be eliminated if a large size of data

base were used. Still another reason for dis-
crepancy is due to the assumption that the

maximum message length is infinite, whereas
in our simulation we put some limitation on the

GATA FROM QUEUEING BUFFER )

CHANNEL: ICH=MARY(J)

LINE

READ FBA (FROM ATT) BUFFER
SERVICE.

WRITE ICRH
WRITE NBS

(NBS-2) data from IFBA
~» WRITE DATA

READ OBM(IFBA+NBS-2)

@ o
SYSTYM
ERROR
OCCURRED

LINE BUFFER
SERVICE

Fig. 6. Flow diagram of output process.
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from the ATT. Then, transmission of the data
in the block initiates. Now that the block
can be used for storage of other data, the first
block address of the transmitted data is written
in the BAL. As the last step, the controller
updates the first block address of the ATT
by writing the contents of the linkage pointer
on the list of the first block address of the
ATT. A flow diagram describing the above
procedure is shown in Fig. 6.

IV. Computer Simulation and Discussion

One of the most important aspects in the
performance of a statistical multiplexing
system is the time delay occurring during
of data through the system.
Generally, the time delay results mostly from
the waiting time in the queueing buffer. There-
fore, the size of a queueing buffer directly
affects the delay time.

Our computer simulation was aimed at the

the passage

performance evaluation of the proposed real
system model of a statistical multiplexer.
Also, we studied on the performances of the
real system model in comparison with those
of the analytic model described in Chapter 2.

oo

OVERFLOW PROBABILITY

0001t — 3 [ () s a7

BUFFER SIZE (me)

Fig. 7. Buffer overflow probability vs, buffer
size with the traffic intensity p as a
parameter,
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Here, we examined carefully the relationship
between the size of a queueing buffer and the
overflow probability, and the queueing delay
resulting from buffering. For the input data
base, we employed Martin’s model’®' that is
known to model accurately the characteris-
tics of real data traffic.

Fig. 7 shows the relationship between the
size of the queueing buffer and the overflow
probability. Overflow probability depends
on the size of a queueing buffer, the traffic
intensity, and the average length of messages.
Thus, with a fixed buffer size, the overflow
probability increases with the increase of
traffic intensity. With a fixed buffer size,
the overflow probability increases with the
increase of traffic intensity, The small dis-
crepancy between analysis and simulation has
resulted largely from the assumption in analysis
that the occurrence of overflow is negligible.
In fact, overflows often occur, especially when
the traffic intensity is high and/or the buffer
size is small. Another cause of error is the
limitation of computational capacity. This
has affected dominantly the lower values of

b MO ~NBPOO
T~ 7T T T

UNIT MESSAGE DELAY

I A A

06 07 0.8 0.9

1Y

TRAFFIC INTENSITY

Fig. 8. Queueing delay vs. traffic intensity.
(a) Average burst delay
(b) Normalized average packet delay

Note : 1 packet =é average message
length.
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message length.

Fig. 8 illustrates the relationship between
the queueing delay due to buffering and the
traffic intensity of input data. In the figure,
the curve (a) represents the burst delay and the
curve (b) represents the packet delay. As seen
in the figure, the average burst delay and packet
delay increase as the traffic intensity increases.
And, if the traffic intensity is fixed, the delay
increases as the average message length increases.
In addition, it can be confirmed from the
figure that packet switching generally induces
less delay than message switching.

V. Conclusions

In this work a statistical multiplexing
system of data signals has been examined
and analyzed at various conditions. In addi-
tion, a real system model of the statistical
multiplexer of data signals that can be directly
used in hardware realization through micro-
programming has been proposed. The results
obtained can be used as a guide to efficient
design of a statistical multiplexer.
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