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ON SOME PROPERTIES OF o-MIXING PROCESS
Cuun Ho CHot

1. Intreductioen

Mixing theory was introduced probability theory by A. Renyi, in 1958.

Subsequently, Bllingsley applied it in measure preserving transformation
and F. Papangelou extended to Markov processes whose shift transformation
is quasi-mixing (Lecture notes in mathematics 31. [5] pp- 272-279.)

From the view of the ahove mentioned works the theory is applicable in
the study of stochastic processes to investigate the independency of random
variable and the possibility to obtain the central limit theorem.

In this paper, I obtained some meaningful properties in the field of ¢
mixing process by using Hélder and Minkowski’s inequality, Markov chain
and stationarity of process.

2. Backgound and definition
Let {X,}, n=0,-41,+2, ---, be a strictly statiopary sequence of random
variables, defined on a probability space (9, B, P), where Q is a sample
space, B is a o-field of subsets of @ and P is a probability measure on B.
For a=b define M,? as the o-field generated by the random variables{X,}.
Similarly we can define M_2 and M,® by the same way as above,
DEFINITION. If for each k(—oo<k<lo0), n=1,
EieM b, EysMuy,™,
| P(E\NEy) — P(Ey) - P(Ep) |=¢(n) P(Ey) 2D
then {X,} =M _ .~ is ¢p-mixing process, where ¢ is a nonnegative function of
positive integers.
Note. If P(E;)>0 then (2~1) is equivalent to
|P(E2{E) —P(E,) |=¢() (2-2)
and therefore (2-2) implies that if ¢(n) is small, E| and E; are virtually
independent.
In this paper I will use the following lemmas without proofs.
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LeMMA 1. In Markov process, if the transition matriz. (P,,,,), .15 irreducible
and aperiodic, then P,,—P, (see [6] pp.51-54). . -

Levva 0. If f and g are measurable function and if |f|? and |gl°
are integrable, where p>1 and 1/p+1/q=1, then fg is integrable, and for
each measureable set E,

[Lrai=( Lrmzef g1y
(see [4] pp. 238-239).

3. If the transition matrix (P,,) is irreducible and aperiodic in Markov
process, we can prove the following Theorem .

THEOREM 1. Ler {X,} be a stationary Markov process with finite state
space. If the transition matriz (P,,) is irreduceble and aperiodic, for

Ey={X4p -, X}eM-2
Ey={Xpim Xiinij} EM+3,
then we have
|P(E:N\Ep) —~P(Ey) - P(Ey) |=¢(n) P(E)—0 (3-1)

Proof: Let P, be a stationary probability in Markov process, and let P,

be the transition probability. Then we have generally
PiX;=Usp -+ Xiu=U}=Puy Pupuy**PuPu; (3-2)
for each finite sequence #p, u5, **», u; of state.

Assume that the P, are all positive, then we can easily know that

¢ (n) =max|P,,/P,~1| 3-3)

is finite.
Using (3-2) we have
| P(E{NE3)~P(E)P(Ey |

=] PuoPugu;"'Pu,-_;u,-Pv;vo(")on'a,"'P-aj_lvj"-Puopuou,"'Pu,-,lu;onPva "'Pv,-_ra,'l

=Paﬁ"'Pu,~-1u;|Pu;'oo(")—'onlP'aov;'"ij-w,-

§Puo"'Pu;_1u,-lPuwo(”)~onl

Thus, by Lemama I
¢ (n)=lim,_ .max | Puqy,® — Pyl =0
then
{P(E.NE2) —P(E)P(Ep) |=p(n) P(E)~0

4. Using the Holder and Minkowski’s inequality in ¢-mixing process, we
gét the following result.

THEOREM IL. If {X,} is p-mizing process, and M_:, M.~ is the o-field
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generated by {X,} for X=M_:, Y&M,.: (n=0),
[EXY)~EX)YE) =20 () {EI X |} {E| Y} (4-1)
where
E|X|r<oo, E|Y|'<o0, 1/p+1/g=1
Proof: At first, we suppose two case ¢(n)=0 and ¢(n)=1.
(1) ¢()=0. X and Y independent to each other, and thus the inequality
(4-1) holds.
(ii) ¢(n)=1. By Lemma II, the following holds evidently.
|[E(XY)—EX)E(Y) |=|E[X(Y—-E(Y))]]
S{EIX|?}V{E|Y—E(Y) |1}
=2{E|X|#}1{E| Y|}
(iii) the general case. Suppose
X=2uly, Y:ZvaB,
where {4;} and {B,;} are finite decomposition of the sample space @ into
elements of M.: and A5,
|E(XY)—EX)E(Y) |=1|;jumi P(A) P(B;j|A;) — P(A) P(B;) ]|
= [ P(A) {ZUJ(P(BJ’IA{)”P(B,‘)}I
= | TP (4) [P (AD V' ;s (P(Bi|4)—P(B))|
={ZluP (A) PP {ZP (A) | Zvi (P (B AD
"P(Bj) q} 19
But for each i,
[T 0;(P(B;1 &) —P(B) "= Zvi(P(B;1 4) — P(B) 1 (P (Bl A;) — P(By))1*|*
= {0 (P (B A) —P(B) 1} (| P(B;1 A)
—P(By|}*»
and since
| ZP(A) w17 P (B;|A) —P(B) |=2 E|Y]*
and so
{P (A | Zv;(P(B;| A — P (B)) |7} 1°
={ZPA) L) P(B;| A —P(B)) 1} {321 P(B;|A) —P(By) [0} Ve
=2VHE| Y {SIP(B;1A) —P(B) {1}
If C7[C;"] is the union of B; for which P(B;|A;)—P(B;) is positive
(nonpositive), then C;*, C;” lise in M,.7 and hence
ZIP(B;|A) —P(B) |=P(C*A) ~P(CH+P(C;) —P(Ci | A) =20 (n),
and then
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{ZIP(B;|A) ~ P(By) [} Vr=2Y2p(m)¥?
therefore
[E(XY)—EX)E(Y) |={E|X|#} Ve 2V {E| Y[}V 2V0p(n) V'
=2p(m) VP {E| X |} VP {E| Y|} V*
5. Turorem II. Let {X,} be stationary o-mizing process and S,,zé; X.
if E(Xo)=0, E(X») <o, then
E(SH—EX) +2 5 EXX) SAE(XD) Lo ®»?
Proof. If p,=E(X,X;) then by stationarity,
ESH =L EXD +2 T EXX)

=npy +2:_—Zj (n—Fk) ps
therefore

#E(S,) =p0+2 2 (1—k/n) py

lim. "B (S, =po+25, i=E(Xe?) +2 5 E(XoX)
by theorem IIL
E(X2)=20"*(0) E(Xe)
E(XoXa) | =202 (B E(X®
therefore
bim, n ' E(S,) =E(XA) 42 TE(XX)
| =2V O EXD) +4 5 0" () ECXe)

SUE(XP) 5972 (®)
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