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§ 0. INTRODUCTION

We investigate the problem of finding the
expected value of functions of a random wvariable
X, of the form

fx)=(x+A)™,
where X4+A>0, and # is a non-negative integer.

It had been investigated the problem with induc-
tive definition by Chao and Strawderman (1), but
we obtain more simply results an easy way without
inductive definition.

We develop the technique in Section 1 and apply
it to finding

1
Bl
tor the binomial and poisson distributions in Sec-
Jion 2.

Negative moments are useful in applications in
several contents, notably in life testing problems,
and survey sampling problems where ratio estimates
are used. See (2,3,4,8) for some applications.

The results in the literature seem to have been
confined primarily to the case of the truncated

Poisson and binomial distributions (5, 6, 7).

§1. THE RESULTS

Let X be 2 random variable defined on a pro-
bability space and suppose X+A<(6<C0.
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Define the probability generating function of

X+A):—1 as
g(t)=E [t(x+mb-1)
0<t<1

Clearly (2. 1) exist under the assumption on X.

(2.1

We have the following result.
Theorem. For 0 <t <1,

1 Nt
E[(‘X+A“) ]‘Sog"(‘)dt
Proof: Let X be a discrete random variable with

probability function P(x).
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Let X be a continuous random variable with

probabilty density function ¢(x).
j;gk(t)dt=j;E (tx+a-1)d¢
=[ (7 twwrr. pedxyar
I:., [j;t‘x“""“dt]qp(x) dx
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= }l—(X'"-:A) e dx
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We have immediately, the Corollary

Hlx )=l

When k is equal to 1 on the corollary of {1),
it is correspond with our corollary.

The potential applicability of the corollary is
immediately of the corollary is immediately evident,
In Section 2 we apply it to the binomial and
Poisson cases. Since we can find these applications
in (1), it is sufficient to mention here a few

simple examples.
§2. APPLICATIONS

2.1, Binomial Distribution
Let X be a binomially distributed random variable
with parameters n and p. It is easy to show
gi(t) =tA"1(q+pt)",
and using successive integrations by parts we are
led to

1 ¢
E[gx)=lm®a
= ﬁt“"‘ (q+pt)ndt
— o a N[
=q (_p_) [k2=1( 1)4+1
FA—1)(A-2)---(A—k+1)
(m+1)(n+2)---(n+tk)

(&) ()"

+(1_)A-1 (A'—l)!

(n+1)(n+2)---(n+A-1)
1 D n+A
n+A ((1+T) —1)}’
where, by convention, (A—1) (A—2).-(A—k)=1
if k=o0; and where A—r>0,
In particular,
1 — 1l—qgt!
E( X+1 )‘ (n+1)p
2.2. The Poisson Distribution
Let X be a random variable with the Poisson
distribution wtih parameter A

Here

gi(t) =tA-le=d+a
1

SSCR

= Slt“'le"“"dt
0
for A>O
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for A1
We have
1 1l _/a. 1
Blsia) =31~ A= 0E(gr=y))
for A>1 3.1)
when A=1 we have directdy
1 e,
Bl )=% ©@-1
_ 1—e
== 3.2)

(3.1) and (3.2) together allow an inductive

calculation of E[ ] for any integer A>1,

1
X+A
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