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Abstract 

This paper is dedicated to automated Knowledge Unit extraction by employing Prompt Engineering within the 

Generative AI models. The experiment is conducted analyzing the ability of GPT-4 to extract Knowledge Units’ 

elements in an automated manner by the created prompts. Verification is proceeded by comparison among results 

from GPT-4 and the elements of Knowledge Units coming from the original methodology of knowledge-structured 

texts’ creation. The results of the research prove that thanks to the created prompts, Knowledge Units are successfully 

extracted from unstructured text. 

 

1. Introduction 

In the era of  “Big Data”, when the amount of data is 

growing exponentially, the decision–making process is a 

complex issue since humanity deals not only with a 

tremendous volume of structured data but also with 

unstructured ones [1]. To tackle this immersive volume of data, 

automation of the processes is the way, how to effectively 

acquire, formalize, code, test and maintain knowledge, which 

are the main phases of Knowledge Engineering [2]. 

Concerning the present report, the focus is on automated 

knowledge extraction. This step is associated with the NLP 

task, namely, information extraction, which is implemented to 

acquire structured information from unstructured text. The 

task proceeded in order to transform this information into the 

organized, structured form, which can be afterwards used for 

analysis as well as further processing [3]. 

The aim of the research is associated with automated 

knowledge extraction, namely, to procedural knowledge 

extraction represented in the form of Knowledge Units. 

According to [4], analytical form of Knowledge Unit is 

represented accordingly, Problem situation (X), Elementary 

problem (Y), Goal of solving elementary problem (Z), Solution 

of elementary problem (Q). 

 

2. Related Works  

 

  Firstly, within the research, the source of knowledge is text, 

to be precise, unstructured text, which is characterized by high 

content variation and complexity due to the absence of a 

predefined structure [5]. Currently, information extraction 

methods from unstructured texts are used in various fields, 

mainly in the field of medicine [6, 7, 8] but also in consulting 

[9], geology [10].  

The second point of automated knowledge extraction is 

related to the target knowledge to be acquired. The target 

knowledge to be obtained is procedural knowledge that can be 

represented by production rules as well as Knowledge Units. 

However, the focus of the research is on procedural knowledge 

in the form of Knowledge Units. 

Nowadays Knowledge Units are extracted manually [11]. 

There is room for improvement, as the current process of 

manual Knowledge Unit extraction is time-consuming. 

Nevertheless, by dint of AI technologies, there is a possibility 

to manipulate knowledge automatically. Thanks to Prompt 

Engineering, the mentioned bottleneck of ineffective 

procedural knowledge extraction is eliminated. Prompt 

engineering plays a vital role in designing queries, which 

serves in obtaining high-quality output from generative AI 

models [12]. The generative AI model applied in the current 

paper is ChatGPT.  

Advantages of the mentioned Generative Pre-trained 

Transformer have been already taken in a bunch of the papers, 

for instance, within the paper, where entity-centric constructed 

prompts guide the GPT models to recognize as well as to tag 
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materials-related entities in science texts [3]. Another paper is 

dedicated to demonstration of the potential of generative AI, 

such as GPT-4 to extract information from research articles 

about microbial performance [13]. Moreover, in the paper on 

automation information extraction and knowledge synthesis 

from ecological papers, the model performance is optimized 

not by model parameters fine-tuning, but thanks to prompt 

fine-tuning [14]. 

  In this paper, we intend to automatically extract procedural 

knowledge in form of Knowledge Unit from unstructured text 

by means of designed prompts levering in ChatGPT. 

 

3. Prompt creation for automated Knowledge Unit 

extraction: 

 Knowledge Unit is extracted from the unstructured text 

thanks to the prompts utilized in the LLM [15]. In order to set 

a general precondition for queries, the customization is set 

within the configuration of ChatGPT, to be concrete, set a role 

for it, explaining the domain of the Knowledge Unit in general, 

emphasizing 4 elements of Knowledge Unit.  

Within the experiment, there are input texts, which are 

characterized as unstructured text. The experiment aims to 

extract 4 Knowledge Unit elements in analytical form 

automatically from unstructured text thanks to the designed 

prompt. 

 

 
 

Figure 1: Knowledge Unit extraction in analytical form 

 

Prompt: sThe prompt is designed to extract elements of 

Knowledge Unit one by one into analytical form. In order to 

proceed with extraction, the prompt focuses on each element 

separately, emphasizing the main characteristic of each part, 

and afterwards all elements are put together to obtain the 

whole Knowledge Unit via one request. It is crucial to point 

out that the first prompt is created based on the description 

from “Methodology for the creation of knowledge-structured 

texts” [11]. Prompt is highlighted in the Appendix; however, 

the main points of the prompt are mentioned in Figure 2 below: 

Afterwords, the mentioned prompt is improved by 

additional analysis of phrases associated with each 

Knowledge Unit element. The improved prompt is included 

into Appendix. 

Originally, [11] has developed the methodology of 

Knowledge Unit extraction from unstructured text in a manual 

way. The acquired Knowledge Unit is then represented in 

analytical form, which breaks down Knowledge Unit into 

elements, such as Problem situation (X), Elementary problem 

(Y), Goal of solving elementary problem (Z), Solution of 

elementary problem (Q). Once all elements of Knowledge 

 Unit are extracted, unstructured text can be transformed 

into structured text containing Knowledge Unit based on a 

defined structure. Comparing to the initial research, our report 

is an enhancement of the current process in the manner of a 

new approach to tackle the issue of Knowledge Unit extraction. 

In the current report, we suggest the automated way of 

Knowledge Unit extraction via designed prompts leveraging 

in ChatGPT. 

 

4. Evaluation/Case Study 

 

Description: The case study demonstrates the ability of 

GPT-4 to extract Knowledge Unit from unstructured text by 

use of the created prompt. The input text originates from 

“Methodology for the creation of knowledge-structured texts” 

[11]. The instance of input unstructured text is provided 

below: 

“The goal is to ensure that a candidate whose health 

suitability does not correspond to the performance of the 

anticipated work is not assigned to a job under conditions with 

expected health demands”. 

Compare results: The results obtained from GPT-4 are 

compared with the results originated from “Methodology for 

the creation of knowledge-structured texts”. 

Figure 3: Comparison of Knowledge Unit’s elements 

(manual/automated ways) 

Comparison of Knowledge Unit elements 

 
From the original 

source 
Initial prompt 

Improved 

prompt 

X 
In conditions with 

expected health 

demands 

Is not assigned to a job 

under conditions with 

expected health 

demands 

Under 

conditions with 

expected health 

demands 

Y 
For the performance of 

work 

A candidate whose 

health suitability does 

not correspond to the 

performance of the 

anticipated work 

A candidate 

whose health 

suitability does 

not correspond 

to the 

performance of 

the anticipated 

work 

Z 

Ensure that no 

candidate/employee 

whose health 

suitability does not 

correspond to the 

performance of the 

anticipated work is 

included 

To ensure that a 

candidate whose health 

suitability does not 

correspond to the 

performance of the 

anticipated work is not 

assigned 

To ensure that a 

candidate 

whose health 

suitability does 

not correspond 

to the 

performance of 

the anticipated 

work 

Q 

Every job applicant and 

employee in an 

employment 

relationship will attend 

the initial medical 

examination 

ensure that... is not 

assigned 

is not assigned 

to a job 

Figure 2: Main points of 1st prompt 
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The comparison presented in Figure 3 reveals that the phrases 

extracted by means of prompts (initial prompt and improved 

prompt) match the analytical form of Knowledge Units stated 

in the examples from the original source. Nevertheless, 

Solution of elementary problem (Q) of the initial and 

improved prompts does not correspond to Solution of 

elementary problem (Q) from the original source. The reason 

lies in the fact that in the initial unstructured text, Solution of 

elementary problem (Q) is not a part of the mentioned text. In 

other words, it is added by human Expert. Therefore, GPT-4 

generated the Solution of elementary problem (Q) in case of 

initial and improved prompts based on context information, 

which makes sense. It is essential to note that the phrases 

representing elements of Knowledge Unit may not correspond 

verbatim to those in the original examples. The underlying 

meaning of GPT-4 obtained elements should match the 

original ones in case of extraction of information included in 

input unstructured text. However, in case, where element is 

not mentioned in the text, then GPT-4 should be able to 

generate it. The experiment is conducted with other instances 

of unstructured texts, in order to verify preciseness of results. 

Therefore, it is wrapped up that GPT-4 is able to extract 

Knowledge Units from unstructured text. 

 

Conclusion and Future Work  

 

The research is dedicated to improvement of the current 

Knowledge Unit manipulation since nowadays Knowledge 

Unit processing is conducted manually. Thanks to new AI 

technologies there is a possibility to manipulate with 

Knowledge Units in an automated manner. 

The current paper deals with processes of Knowledge Unit 

extraction in analytical form. The extraction is currently being 

implemented manually. However, our research proves that 

Prompt Engineering assets an ability to extract knowledge in 

an automatic manner by the designed prompt. The results of 

extraction align with the general description of Knowledge 

Unit parts. The built prompts can be utilized in various 

domains of unstructured texts since the mentioned prompts are 

generalized. 

The potential limitations could be related to the length of 

unstructured texts, as in the conducted experiments there are 

texts with short passages. While, in the case of longer 

unstructured texts, for instance, scientific papers, the prompt 

should be more specific, as the range of information is higher. 

The further work will be focused on prompt optimization by 

key words, results’ comparison of optimized prompts, and 

work with different quality level of input texts. 
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 Appendix 

 

Initial prompt: “Which phrases from the text are related 

to the parts of the Knowledge Unit, representing the Problem 

Situation, Elementary Problem, Goal of Solving the 

Elementary Problem, and Solution to the Elementary Problem? 

To determine the Problem Situation: 

• Look for expressions that are typically associated with the 

description of specific circumstances or conditions in which 

the problem occurs. 

To determine the Elementary Problem: 

• Concentrate on specific expressions that usually state 

specific needs or requirements. 

To identify the goal of solving the elementary problem for 

each specific problem: 

• To distinguish goals from other aspects of elementary 

knowledge, it is useful to pay attention to the use of 

subordinate purpose clauses. 

To determine a clear solution to the elementary problem in 

the context of the goal: 

•  Pay attention to the sentence structure in the text, where 

the solution should be expressed using a main clause or 

compound sentences. 

• Avoid the use of excluding conjunctions, such as the use 

of 'OR'. 

The result should include the Problem Situation, 

Elementary Problem, Goal of Solving the Elementary Problem, 

Solution to the Elementary Problem. Put the results into a 

table“. 

 

Improved prompt: “Improved prompt 

“Which phrases from the text are related to the parts of the 

Knowledge Unit, representing the Problem Situation, 

Elementary Problem, Goal of Solving the Elementary Problem, 

and Solution to the Elementary Problem? 

To determine the Problem Situation: 

• Look for expressions that are typically associated with the 

description of specific circumstances or conditions in which 

the problem occurs. 

• Focus on phrases like '...within...', '...during...', '...at...', 

‘when’, ‘as soon as’, ‘around’, ‘throughout’, ‘under the 

condition that’, ‘provided that’, ‘because of’, ‘due to’, 

‘leading to’, ‘resulting in’, ‘in relation to’, ‘compared with’, 

which can indicate the context in which the Problem Situation 

is placed. 

To determine the Elementary Problem: 

• Concentrate on specific expressions that usually state 

specific needs or requirements. 

• Look for phrases like '...if you want...', '...if you must...', 

'...if you need...', ‘should you encounter’, ‘in the event of’, 

‘requires that’, ‘necessitates’, ‘demands’, ‘calls for’, ‘is 

crucial’, ‘is vital’, ‘presents the challenge of’, ‘poses the 

question of’, ‘to achive’, ‘to resolve’, which indicate direct 

conditions or situations that the user needs to address. 

To identify the goal of solving the elementary problem for 

each specific problem: 

• Search the text for expressions and phrases like '...for...', 

'...to...', '...for the purpose of...', '...with the goal of...', ‘aimed 

at’, intended to’, ‘with the objective of’, ‘in order to’, 

‘designed to’, ‘geared towards’, ‘resulting in’, ‘leading to’, 

‘for achieving’, ‘with the purpose of’, ‘to finalize’, ‘to 

culminate in’, which signal a purpose or intent. These 

expressions often follow the description of the problem and 

serve to clearly define it within the context of its solution. 

• To distinguish goals from other aspects of elementary 

knowledge, it is useful to pay attention to the use of 

subordinate purpose clauses. 

To determine a clear solution to the elementary problem in 

the context of the goal: 

•  Pay attention to the sentence structure in the text, where 

the solution should be expressed using a main clause or 

compound sentences. 

• Focus on phrases like ‘implementing’, ‘applying’, ‘by 

following’, ‘through the use of’, ‘via’, ‘utilizing’, ‘developing’, 

‘constructing’, ‘and’, ‘additionally’, ‘resulting in’, ‘leading 

to’, ‘completing’, ‘finalizing’.  

• Avoid the use of excluding conjunctions, such as the use of 

'OR'. 

 

The result should include the Problem Situation, 

Elementary Problem, Goal of Solving the Elementary Problem, 

Solution to the Elementary Problem. Put the results into a 

table“ 
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