
1. Introduction 
In this article, two video classification models based on 

deep networks are first proposed. First, Convolutional neural 
network is used as the encoder to extract the feature space of 
the frame in the video information, and then it is combined 
with LSTM model to process the data of time series and 
generate the corresponding description as the decoder. In the 
second model, a CNN network (VGG16) is combined with 
LSTM and trained using time series images. In addition, in 
this article, we also emphasized the importance of 
Explainable analysis and summarized and classified the 
Explainable research of deep learning models. In the 
Explainable analysis section of this article, we used the 
Explainable model for networks Layer-Wise Relevance 
Propagation (LRP). This model is used to visually interpret 
video classification results and obtain relevance score results 
about video frames. Based on the relevance score results 
obtained. It is possible to explore the important features that 
the classification model focuses on and use them as the main 
reference information for the final classification. 

2. Model Introduction 
2.1 Model Introduction Based on VGG16+LSTM 
Network 

In our model structure, we define the hybrid model 

structure for video classification as two parts. Firstly, VGG16 
is used to extract spatial dimension features, and then the 
features are input into LSTM to extract temporal dimension 
features. Therefore, in the process of explaining the network, 
we also divided the video classification model into two parts. 
Firstly, in the first part, LRP networks are used to explain 
LSTM. Then, the interpretation results obtained from the 
LSTM network are used as the initial weights for the second 
VGG16 network for interpretation. As shown in the figure 
below, this is the overall structure of our LRP network 
model. 

2.2 The LRP-based explainable network based on the 
VGG16  

In the LRP-based explainable network based on the 
VGG16, it can be seen from the original model diagram that 
the output of the VGG16 network is the input of the LSTM 
network, so we need to use the explanation result obtained 
from the LSTM network in the previous step as the initial 
weight of our VGG16 network.  

The propagation rules at different layers are as follows:  
Pooling layer : Similar to the previous method, the back-
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the VGG16+LSTM model combined with the LRP method. We found VGG16+LSTM classification model tends 
to use the frames biased towards the latter half of the video and the last frame as the basis for classification.
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propagation signal is redirected to the position recorded 
during the forward propagation. 

Activation layer : The back-propagation signal is simply 
passed to the next layer without rectification. This 
propagation rule satisfies the conservation law. 

Convolutional layer : Bach [7] proposed two correlation 
propagation rules for this layer, which also satisfy the 

conservation law. Let zij = ai

(l)
wij

(l,l+1)
 be the weighted activation 

of the i neuron to the j neuron in the next layer. The first 
propagation equation shown at next:  

If a neuron in the previous layer makes a major 
contribution to a neuron in the latter layer, then the neuron i 
should account for a larger share of the relevance Rj of the j 
neuron. And the second propagation equation is to separate 
positive and negative activations in the relevance 
propagation equation. That is, the following equation:  

Among them, zij+ and zij− respectively represent the 
positive part and the negative part of zij . In addition, the 
parameter setting α + β = 1 makes the relevance between the 
layers conserved. 

3. Experimental Results 
In the experiment of this study, in order to reduce the cost 

of model training time, we chose a smaller dataset similar to 
UCF101, UCF11, as a substitute. The experiment in this 
article is based on the sub dataset of UCF101: UCF11. 

In fact, video classification requires not only spatial 
dimensional information of the image, but also temporal 
motion information between consecutive frames. Therefore, 
it is necessary to capture the contextual and spatiotemporal 
information of video frame sequences, so that classification 
models can better complete individual action recognition in 
videos. When designing a video motion recognition model, 
an important idea is that the network used must be able to 
capture spatiotemporal information. Therefore, the video 
classification algorithms studied in this article are all based 
on spatiotemporal feature extraction, and finally, Softmax 
classifier is used for recognition. 

3.1 Experimental results for VGG16+LSTM 
The training validation accuracy and training validation 

loss of the VGG16+LSTM model are shown in Figure. It 
achieved approximately 100% training accuracy after 35 
epochs  and reached a maximum validation rate of over 80% 
after 60 epochs. It can also be seen that the model does not 

show overfitting. The model was trained over 100 epochs, 
with a batch size of 32 and an early stop of 15. 

As shown in Figure, the video classification task 
performance of VGG16+LSTM model on UCF11 dataset is 
described by Confusion matrix. 

The results obtained from the Confusion matrix can be 
easily seen. The average prediction accuracy of the model is 
92.50%. The accuracy, recall, and F1-score reports for each 
class are shown in Figure. The average accuracy, recall rate, 
and F1-score are about 93% 

we also plotted receiver operating characteristics (ROC) 
curves that reflect the performance of the VGG16+LSTM 
model and evaluated them, as shown in Figure. From this 
figure, we can see that the curves of most classes on the ROC 
chart converge to the top-left corner. According to the 
principle of ROC, this indicates that the model has a high 
prediction accuracy for most classes. 

3.2 Comparative analysis of the performance of the two 
models 

In general, according to the training accuracy curve, 
Confusion matrix, and ROC curve from the two models, it 
can be concluded that the final accuracy of the 
VGG16+LSTM video classification model is higher than that 
of the ConvLSTM model, which shows better performance 
on the UCF11 dataset. In the next interpretability analysis 
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stage, we use LRP to better explain the VGG16+LSTM 
model. 

From Table, we can see the performance comparation 
between two models.  

4. Explainable Analysis Based on VGG16+LSTM 
Network Model 

We used the LRP algorithm to explain the prediction of 
football category videos from the UCF11 test set. In order to 
obtain a first impression of the explanatory power of the 
model prediction, a specific video with obvious Object 
behavior in the football category was first selected and 
explained separately. 

In Figure we show the frames intercepted by the time 
series labels corresponding to the example video, as well as 
the LRP interpretation corresponding to the prediction label 
“soccer juggling”. Football is recognized as relevant, and we 
can clearly see that the Object individual and football are 
marked in red, especially in frame 69, which is very obvious. 
Other parts of the frame image, such as buildings and sky in 
the background, are not highlighted, so it can be concluded 
that these two parts are not related to the video. 

In addition, in order to further understand the distribution 
of relevance scores on timestamps. We plotted a cross time 
relevance score curve for soccer videos. From this Figure, it 
can be seen that the blue curve shows the average relevance 
score (only consider the positive) over the captured 70 frame 
time range, while the red curve shows the maximum 
relevance score over the entire time. 

From Figure, we can obtain some important conclusions 
about video explainable analysis. There are three marked 
higher points in the figure, and the frames corresponding to 
these positions are an important part of the conclusions 
drawn by the classification model. Identify the timestamps 
corresponding to these three higher points and generate 
corresponding heatmaps. (The timestamps for this example 
are 33, 51, 69). It can be observed that the VGG16+LSTM 
video classification model tends to use the last few frames of 
the video as the main basis for final classification decisions. 

However, there are still some important frame information 
located in the early and middle stages that also play an 
important role in video classification task. 

Based on the traditional interpretability analysis of LRP, 
this article aims to compare the LRP performance under 
various parameter configurations and variations. LRP-Z, 
LRP-Epsilon, LRP-PresetAFlat, and LRP-PresetBFlat were 
used for comparison with four different methods. By 
comparing the four LRP variants using the UCF11 dataset 
with "soccer juggling" and "biking" data, it was found that 
for the current analyzed VGG16+LSTM model, the LRP 
-PresetAFlat method is better and the decision boundaries are 
clearer.  

5. Conclusion 
In this paper, we use deep learning network models based 

on LSTM technology video classification. The two Hybrid 
model are ConvLSTM model and VGG16+LSTM model. 
We conducted experiments using the same hyper-parameter 
settings and trained these two models on the UCF11 video 
dataset. The final experimental results showed that the 
ConvLSTM model had a final accuracy of 75.94%, while the 
VGG16+LSTM model achieved a final accuracy of 92.50%, 
demonstrating better classification performance. 

Afterwards, in the explainable analysis section of the 
model, the LRP algorithm was combined with the 
VGG16+LSTM model to obtain a visual classification 
decision. Obtained heat maps of different frame positions in 
the selected video. And the relevance score of the 
corresponding time curve. 

Finally, through a large number of experiments comparing 
the score curves and heat map analysis of different videos, 
we found that the explainable conclusion of the 
VGG16+LSTM classification model can be summarized as 
that the classification model tends to use the frames biased 
towards the latter half of the video and the last frame as the 
basis for classification. 

Model 
Name

Total 
Paramet

ers

Final 
Accurac

y

F1-Score

VGG16+L
STM

15,802,955 92.50% 93%

ConvLST
M

1,280,239 75.94% 76%
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