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Abstract

With the rise of the Al wave, task-oriented dialogue systems have become one of the popular research directions in
academia and industry. Currently, task-oriented dialogue systems mainly adopt pipelined form, which mainly includes
natural language understanding, dialogue state decision making, dialogue state tracking and natural language generation.
However, pipelining is prone to error propagation, so many task-oriented dialogue systems in the market are only for
single-round dialogues. Usually single— domain dialogues have relatively accurate semantic understanding, while they
tend to perform poorly on multi—-domain, multi-round dialogue datasets. To solve these issues, we developed a paddle—
based multi—domain task—oriented Chinese dialogue system. It is based on NEZHA-base pre-training model and
CrossWOZ dataset, and uses intention recognition module, dichotomous slot recognition module and NER recognition
module to do DST and generate replies based on rules. Experiments show that the dialogue system not only makes
good use of the context, but also effectively addresses long—term dependencies. In our approach, the DST of dialogue
tracking state is improved, and our DST can identify multiple slotted key-value pairs involved in the discourse, which
eliminates the need for manual tagging and thus greatly saves manpower.

I . Introduction

Currently, task—based dialogue systems basically use
the following pipeline forms, However, pipelines are
prone to error propagation, so many task-oriented
dialogue systems on the market only have relatively
accurate semantic understanding for single-round,
single-—domain dialogues, and often perform poorly on
multi—field, multi-round dialogue datasets. Second,
most of the current mainstream DST models take the
dialogue information of all previous rounds as input,
which will cause the input sequence of the model to be
particularly long and consume large training resources.
Moreover, the long text sequences are not conducive
to the model's extraction of important information and
the training of the model. Furthermore, the DST model
will make predictions based on each SLOT of each
round during the update process, for example, if there
are 100 state information, then 100 model inferences
are required after each round of dialogue update, which
will greatly consume time and arithmetic cost. In order
to solve the above problems, we developed a paddle-
based Chinese multi—-domain task-oriented dialogue
system. Combine the natural language understanding
module and the dialogue state tracking module into one
module to reduce errors. Combine the natural language
understanding module and the dialogue state tracking
module into one module to reduce errors. Then use
NER for span slot extraction, which can not only reduce
the original inference time O(n) to O(1), but also handle
the case of out of value. Coupled with classification slot
predictions, all dialog states can be predicted.

Paddle is China's first self-developed deep learning
platform. It has been officially open sourced to
professional communities since 2016. It is an industrial

platform with advanced technology and rich functions,
covering deep learning core framework, basic model
library, end-to-end-terminal development Kkit, tools
and components, and service platforms.

II. Experiment

A. Dataset selection

CrossWOZ is the first large-scale Chinese cross-—

domain "human-computer interaction" task-oriented
dataset. CrossWOZ contains 6K dialogues, 102K
sentences, covering 5 domains (attractions, hotels,

restaurants, subways, rentals). In addition, the corpus
contains rich annotations of dialog states, as well as
dialog behaviors on the user and system sides. About
60% of conversations have cross—-domain user goals
that favor inter—-domain dependencies and facilitate
natural transitions across domains in conversations.
The large scale and rich annotations of CrossWOZ
make it suitable for studying various tasks in cross-—
domain dialogue modeling, such as dialogue state
tracking, policy learning, user simulation, etc. [2]

B. Attribute selection

Table 1. Data used in CrossWOZ and Attribute Details
attraction_db.json | Attraction name, domain,
address, subway, telephone,
tickets, time required to play,
score, nearby attractions,
nearby restaurants.

Hotel name, domain, hotel
type, address, subway,
telephone, hotel facilities,

hotel_db.json
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price, rating, nearby
attractions.

Attraction name, domain,
subway station name.

Domain, restaurant name,
address, subway, telephone,
opening time, recommended
dishes, consumption per capita,
rating, nearby attractions,
nearby restaurants,

Domain, departure, destination

metro_db.json

restaurant_db.json

taxi_db.json

C. Modules and Frameworks

The entire task-oriented dialogue system is composed
of four modules: dialogue state tracking module,
dialogue state decision module, database query module,
and dialogue reply module. The dialogue state tracking
module consists of three sub—-modules: intent
recognition module, two-category Slot recognition
module, and Span Slot extraction module. Figures 1 and
2 show the architecture of the intent recognition and
span slot extraction modules.
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Fig.2. Span Slot Extraction Module

D. Experiment Results

Table II. Dialogue Results

User: RUF, RAENZFE B, TR NH R
50-100 JorH, Wi,

Hello, I want to eat in the food court, help me
recommend a restaurant with a per capita
spending of 50-100 yuan, thank you.

Iyl D g e a, AR 75 T,
AR B HH .

We recommend the time—honored food street in
Xianyukou for you. The per capita consumption is
75 yuan. There is a food street you want to eat.

System:

B (R AT A I [H] 2

User: What are the opening time?

J—2FH 10:00-22:00,
System: | Monday to Sunday 10:00-22:00.
At RS IDAG A S5 i 2

User: Are there any attractions around?

BE, wITIRE, RER, K2 .
System: There are the Forbidden City, Qianmen Street,
Gong Wang Fu, Tiananmen Square.

Mk, FRABLEIR LEP I S AR — > 4.5 2Bk
1, A2

Oh, and I'm looking for a 4.5 or higher in these
nearby spots, any?

User:

HCE R, 4.7 7).

System: | The Forbidden City is, rating is 4.7 out of 5.

LFI, ML R R — TN .

User: Okay, let me know the phone number and address.

010-85007938; JbIti A3k X Feiliiifl 4 5.
System: 010-85007938; No. 4, Jingshan Qianjie,
Dongcheng District, Beijing, China
UFH, WE, R

Ok, thank you!

User:
KA.

System: | you're welcome.

User/
System

Dialogue
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1. Conclusion

In this paper, we implemented a Chinese multi—
domain task—oriented dialogue system based on flying
paddles, combines the natural language understanding
module and the dialogue state tracking module into one
module to reduce the propagation error. The prediction
of Slot is divided into Classification Slot and Span Slot
in the Dialogue State Tracking module, which not only
reduces the prediction time of most Slots from O(n) to
O(1), which greatly reduces the time and arithmetic
power consumption of Dialogue State Tracking (DST),
but also enhances the robustness of the whole model
by handling the Out of Values (OOV) case.
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