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Abstract 

Mobile phones have become an essential item nowadays since it provides access to online platform and service 

fast and easy. Coming to these platforms such as Social Network Service (SNS) for shopping have been a go-to 

option for many people. However, searching for a specific fashion item in the picture is challenging, where users 

need to try multiple searches by combining appropriate search keywords. To tackle this problem, we propose a 

system that could provide immediate access to websites related to fashion items. In the framework, we also propose 

a deep learning model for an automatic analysis of image contexts using instance segmentation. We use transfer 

learning by utilizing Deep fashion 2 to maximize our model accuracy. After segmenting all the fashion item objects 

in the image, the related search information is retrieved when the object is clicked. Furthermore, we successfully 

deploy our system so that it could be assessable using any web browser. We prove that deep learning could be a 

promising tool not only for scientific purpose but also applicable to commercial shopping. 

 

 

1. Introduction 

Shopping online has become a habit for many people, 

especially with the development of technology and internet. 

However, it is not always the case that we could find the stores 

of a wanted items, especially when we see the item somewhere 

on the internet. In order to obtain optimal search information 

related to a specific fashion item in the picture, it is necessary 

for the user to directly try multiple searches by combining 

appropriate search keywords. Fashion Items Searcher analyses 

the context of photos, divides them into object units, and 

extracts keywords and cropped images for each object. We 

adopt the popular instance segmentation method to detect an 

item within an image and then use these output masks to 

redirect users to the shopping website. 

 

2. Related Work 

Image segmentation is the task of partitioning an image into 

different masks, representing the corresponding image objects. 

The wide range application of this technique makes it become 

a hot topic in deep learning field, including medical imaging 

[1], self-driving vehicles [2] or video surveillance [3]. Instance 

segmentation [4][5] is an extension of image segmentation, 

where different objects of similar type appeared in the images, 

but isolated segments are needed.  

Many models have proposed to tackle this problem [6][7], 

with one of the most successful core structures is Mask R-

CNN. As the name suggests, Mask R-CNN [8] use 

Convolutional Neural Network to learn the features of the 

images, enable the recognition of objects. Built upon that, R-

[Fig 1] Illustration of how our system works 

ACK 2022 학술발표대회 논문집 (29권 2호)

- 465 -



CNN (stands for Region-Based CNN) was introduced to 

evaluate the Regions of Interest (ROI) in the images based on 

the bounding box. This improves the model as specific regions 

are taken into account in inferencing steps. Finally, Mask R-

CNN bring about the mask for each of the object, providing a 

more profound understand of the network. 

Image classification in fashion platform using deep learning 

has been challenging task in computer vision. Fashion-MNSIT 

dataset [9] is one of the most famous fashion datasets 

containing a training set of 60,000 examples with 10 

categories. Existing deep learning models for classifying 

fashion items are trained as transfer training with pre-trained 

model. State-of-art deep learning methods were used to tackle 

this problem. [10] trained deep learning model using fine-

tuning DARTS with fixed operations resulting top-1 accuracy 

96.91% for classifying clothes on Fashion-MNIST dataset. 

 

3. Methodology 

Our system uses instance segmentation as a core method 

for detecting fashion items, where object recognition and 

segmentation are implemented to achieve this. We adopt the 

well-known Mask R-CNN deep learning models, which has 

demonstrated an outstanding performance in instance 

segmentation, to learn the feature representations of the 

images. The process is as follows: 

1. The model is pretrained with COCO dataset [11] using 

Detectron2, gaining an initial knowledge about images. 

2. Using transfer learning, the model is trained again 

using Deep Fashion 2 dataset, learning a better 

understanding of fashion items in images. 

3. The model is deployed using Amazon Web Service and 

Flask, so that can be accessible in web browser. 

4. Finally, Beautiful Soup with Google API is used with 

our model to search for the website that sell the items. 

 

3.1 Dataset 

Deep Fashion2 is a fashion dataset that can be used publicly 

with rich annotations. It contains 13 cloth classes and about 

300 landmark information, and is divided into about 39,100 

learning images, 34,000 validation images, and about 67,000 

test images. Each image is labeled with size, degree of 

occlusion, scale, perspective, category, style, bounding box, 

landmark, and mask by pixel. [10] It contains the information 

necessary to implement our system, so it is regarded to be 

suitable for use in training the Mask R-CNN model. 

3.2 Model 

To detect fashion elements in an image, we implement 

instance segmentation technique, which classifies overlapping  

parts in pixels and detects all objects in the image. It takes 

advantages for distinguishing instances of the same classified 

category. It is combined with object detection and semantic 

segmentation. For example, if there are five dresses in an 

image, each five dresses is recognized as a different instance 

even though they are all classified into the same class. 

Detectron2 is a learning and inference platform for object 

detection and semantic segmentation developed by Facebook 

Artificial Intelligence Research (FAIR). Since it is based on 

the Mask R-CNN model, it provides functions mainly used 

such as bounding box, segmentation, and key point. 

When an image is fed into model, object detection and 

instance segmentation are performed parallelly. They are 

classified and keywords are extracted. Furthermore, the 

information such as coordinates and silhouettes for each object 

are displayed with the keywords.  

 

4. Result 

In order to achieve the best results, we carry out 

experiments on different models as a backbone of the instance 

segmentation. Fig 2 illustrates an example of our trial, where 

we use the same image as an input for 2 different classifiers. 

 

 

 

The image on the left-hand side if the output of ResNet50, 

and the right-hand side is ResNet101. Compared to ResNet50, 

ResNet101 have detected more objects, for example the long 

sleeve shirt. Similar experiments have been carried out, and 

finally ResNet101 have achieved the best performance, 

register it as a core model for Mask R-CNN. 

[Fig 2] Illustration of how Fashion Items Searcher works 

[Fig 3] Instance segmentation output of  

using ResNet50 and ResNet101 as backbone 
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Demonstrated in Fig 3, the model outputs the segmented 

instances of fashion items. After the model analyses the 

context of photos, multiple keywords and coordinates of the 

instances are extracted. Then using the coordinates, we crop 

the instances and save them with labels. The labels for each 

item include: short sleeve top, sleeve top, short sleeve outwear, 

long sleeve outwear, vest, sling, long sleeve dress, vest dress, 

sling dress, shorts, trousers, skirts, short sleeve dress. 
  

 
 

 

 

After the segmentation mask is obtained, these outputs are fed 

into search engines such as Google API and returns the most 

similar link among the results, as shown in Fig 1. 

 

5. Conclusion 

Fashion Item Searcher automatically analyses an image 

context extracting keywords and segmented object images 

through deep learning. After segmenting all the fashion item 

objects in the image, the related search information is retrieved 

at once when the object is clicked. 

Our framework is also able to be combined with various fields 

such as shopping, social network services, and e-commerce 

markets. Based on the history data containing clicked and 

searched fashion items, personalized advertisements can be 

recommended. Furthermore, a partnership service and specific 

shopping websites related to the fashion items can be 

preferentially displayed to users.  
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[Fig 4] Sample outputs of Fashion Item Searcher       

deep learning model 
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