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Abstract 

Multiview stereo (MVS) 3D reconstruction of a scene from images is a fundamental computer vision problem 
that has been thoroughly researched in recent times. Traditionally, MVS approaches create dense correspondences 
by constructing regularizations and hand-crafted similarity metrics. Although these techniques have achieved 
excellent results in the best Lambertian conditions, traditional MVS algorithms still contain a lot of artifacts. 
Therefore, in this study, we suggest using a transformer network to accelerate the MVS reconstruction. The 
network is based on a transformer model and can extract dense features with 3D consistency and global context, 
which are necessary to provide accurate matching for MVS. 

 

1. Introduction 

Recently, multi-view stereo vision [1-3], a key area of 
computer vision, has been extensively researched. Traditional 
MVS techniques compute dense correspondences and 
recover 3D points using engineering regularization and 
similarity measures [4]. In an ideal Lambertian scenario, 
these approaches achieve good results but have significant 
limitations. For example, dense matching becomes difficult 
in low-textured scenes and in regions containing specular 
reflections, leading to incomplete reconstructions [1]. 

 
2. Related work 

The traditional MVS method comprises three processes: 
camera motion estimation, sparse 3D reconstruction, and 
dense 3D reconstruction [5]. Popular techniques for dense 
3D reconstruction include clustering views for multi-view 
stereo (CMVS) [6] and patch-based multi-view stereo 
(PMVS) [7]. 

Recently, many studies have employed learning-based 
methods that have achieved significant performance 
improvements compared to traditional methods. Some 
studies [8-9] use a coarse-to-fine framework for depth 
estimation and to reduce computational complexity in using 
multiple stages. However, most studies have focused on 
using convolutional neural networks (CNN) as the backbone 
for feature extraction, but failed to capture various scale 
features. Because of the recent applications of transformer in 
the direction of computer vision, many researchers found that 

a transformer model can effectively capture the global 
features of images [10]. 

 
<Table 1> Limitations of existing methods 

Method by the 
output format Limitations  

Traditional 
method [6,7] 

o Poor performance on non-
Lambertian surfaces, areas with 
little texture, and regions with no 
texture. 

Existing learning-
based methods [8-

9] 

o It is memory expensive.  
o The bulk of these systems use an 

inflexible fixed-cost volume 
representation for the scene. 

 
3. Proposed Method 

In contrast to the previous MVS methods, the proposed 
method extracts the features of the input RGB images using a 
transformer-based self-attentive hierarchical feature 
extraction module, which is comparatively more effective. 

The proposed method includes three main modules—the 
RGB image feature extraction module that comprises a 
transformer network, the cost volume construction module 
that matches the extracted RGB image feature range to a 
suitable interval, and the cost regularization module that is 
used to construct the depth value of each input image and 
outputs the confidence level of each depth value. Finally, a 
depth map fusion process generates a single point cloud 
representation by combining depth maps from multi-view 
RGB images. 
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Figure 1. Overview of the proposed method 

 
4. Experiment 

The experiments were conducted using PyTorch, with a 
Windows 10 and an Nvidia RTX 2070 SUPER GPU. An 
Intel Core i7-9700 CPU running Python 3.7 was configured 
to the system. 
 

 
Figure 2. Results of the proposed method 

 
Figure 2 shows the point cloud results in the open dataset 

DTU [11]. The reconstructed dense point cloud can well 
represent the appearance of an RGB image, which means the 
proposed methods can reconstruct a high-quality 3D point 
cloud. 
 
5. Conclusion 

This research proposes using a transformer network for 
MVS, which can effectively extract features from multiview 
RGB images. The experiments proved that the proposed 
method could reconstruct high-quality dense 3D point clouds.  
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