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ABSTRACT

Recently, Metaverse service has been widely used to naturally communicate with a remote location, freeing from
time and spatial constraints. In order to produce such contents, it is necessary to restore and synthesize a 3D model
based on real space data. In this paper, a 3D-generated reconstruction model is produced based on continuous images
using multiple cameras and a technique to correct the reconstructed 3D model is presented. For this. offline
multi-camera setup was performed, errors were analyzed on the 3D model created through images obtained from
various angles, and correction was performed using a matching technique between image frames. It is expected that 3D
reconstructed data can be utilized in various service fields such as culture, tourism, and medical care.
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