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ABSTRACT

In recent years, RNN networks with LSTM blocks have been used extensively in machine learning
tasks that process sequential data. These networks have proven to be particularly good at sequential
language processing tasks by being more able to accurately predict the next most likely word in a given
sequence than traditional neural networks. This study trained an RNN / LSTM neural network on three
different translations of 150 biblical Psalms - in both English and Korean. The resulting model is then
fed an input word and a length number from which it automatically generates a new Psalm of the desired
length based on the patterns it recognized while training. The results of training the network on both
English text and Korean text are compared and discussed.
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| . Introduction networks cycle data in such a way as to allow

previous nodes to affect the input of later nodes.

In recent years, RNN networks with LSTM  And LSTM blocks solve the vanishing gradient

blocks have been used extensively in machine  problem often experienced when training RNNs

learning tasks that process sequential data. RNN  alone by selectively remembering or forgetting

certain pieces of data, thus prioritizing certain
inputs into subsequent RNN nodes.
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Text prediction and text generation are sequential
data modeling tasks that have become increasingly
common and useful in recent years. Sequential data
modeling tasks must be able to process inputs and
outputs of varying lengths, as well as prioritize
certain pieces of data by relying on "memories"
processd by the LSTM blocks. With a well trained
model, such neural networks are able to accurately
predict and generate whole sequences of new text.

II. Related Research

Text generation has previously been performed
for automatic image captioning[l] by using a CNN
to classify or identify objects within an image, and
then using an RNN / LSTM model to caption it.
Text generation has also been demonstrated to
generate a new script for a TV show[2], or even to
write new Shakespeare-like text[3-4].

This research focuses on a comparison between
English and Korean text generation using the same
RNN / LSTM architecture, and the same data
source (the 150 biblical Psalms), albeit with varying
translations[5-10].

IIl. Dataset Collection & Cleaning

In order to increase the size and robustness of
the datasets, three translations of the 150 biblical
Psalms were gathered in both English and Korean.
In English, these translations included the KIJV
(King James Version)[5], NIV (New International
Version)[6], and ESV (English Standard Version)[7].

In Korean, these translations included the KLB
(Korean Living Bible, @<l A7)[7], KRV
(Korean Revised Version, 71¥3%+=)[8], and

RNKSV (Revised New Korean Standard Version, Al
W )[9]. The translations were copied into text
files from Bible.com, and line breaks were removed.
Figure 1 displays a wordcount for each translation.

Version Word count Char count

KJV 44442 2354596
NIV 41414 2193793
ESV 44,085 229173
KLE 28,833 122,394
KRV 26,256 109,094
RNKSV 32,337 139,899

Figure 1. Wordcount for each Bible translation.

All three translations for each language were then
appended together into a single file containing 450
Psalms each. In English, the file contained 129,941
words. In Korean the file contained 87,426 words.

The datasets were then converted to lowercase,
numbers were removed, punctuation was tokenized,
and the individual words split into a
dictionary to determine a unique word count for
each language. In English, there were 12,253 unique
words with an average wordcount of 288.76 per
Psalm. In Korean, there were 22,738 unique words
and an average of 194.28 words per Psalm.

were

IV. Results & Analysis

Both languages used the same RNN/LSTM
architecture, and initially, both models were trained
with the same parameters. The input sequence
length was 15 because that is the average length of
an English sentence. The batch size was 256,
learning rate was 0.001, and the number of epochs
was 20. The network used 2 LSTM layers, an
initial embedding layer with a dimension of 512,
and a final linear layer with a dimension of 1024,
as well as a dropout layer set to 0.45.

After training for 20 epochs, the models for each
language were saved, and a generator was created
by running the RNN on a given word. The topk()
function was used to select the top 5 most likely
next words in the sequence, and one of those was
randomly selected to become the next input into the
RNN and continue generating the Psalm.

Initially, the English model was saved with a
loss of 1.31, and the generator produced relatively
convincing new text. Figure 2 shows a sample.

['lord"]

lord. do not let my heart be drawn to
what is evil so that i dwell in the
tents of kedar! too leng have i lived

among those who hate peace.

Figure 2. An RNN generated English Psalm.

However, although the Korean model
initially saved with a similar loss of 1.56, the
model took much longer to train and produced less
convincing results. Figure 3 shows a sample.

was
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Figure 3. An RNN generated Korean Psalm.

The previous figure shows one word repeated
multiple times. Therefore, the input sequence length
was changed to 20, which is closer to the average
length of a Korean sentence, and the number of
epochs was increased to 60, and the model was
trained again. This time, it produced much better
results. Figure 4 shows a sample.

=2HH"]

2HH LIS 2=okM . LIF 0] A0 A

= WPEA] =2 2 = ofel WaklsUch
FOFED =240 SHLFEH 2242 O=

=

3 ADl == 0IFAl= Z0[AICH

[ 1

Wi =

Figure 4. Better RNN generated Korean Psalm.

V. Conclusion & Future Work

While both models may not be perfect, it is
noteworthy that Korean took significantly longer to
train (almost double the time at 20 epochs), and
initially produced far worse results. This probably
has to do with the fact that the Korean text had
significantly more unique words than English
(almost double). Additionally, it is likely that the
reason for the increased number of unique words in
Korean is due to the spacing and use of particle
markers such as ©0]/7}, &/%, 2/Z, as well as
other grammatical structures like conjunctions and
possessives (-1, -A|QF, -9]) that are not spaced
away from the main nouns and verbs, nor separated
by punctuation, such as the English apostrophe.

Therefore, might be
trained if it could accurately decipher different parts
of speech, or if parts of speech were additionally
assigned to each word, perhaps by using a separate
dictionary lookup function. Or, a better Korean
model might be trained if the particles and
grammatical structures could be tokenized separately
from the words themselves as punctuation has been
in English.

a better Korean model
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