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Abstract: The aim of this study is to develop a Named Entity Recognition (NER) model to 

automatically identify construction-related organizations from news articles. This study collected 

news articles using web crawling technique and construction-related organizations were labeled 

within a total of 1,000 news articles. The Bidirectional Encoder Representations from Transformers 

(BERT) model was used to recognize clients, constructors, consultants, engineers, and others. As 

a pilot experiment of this study, the best average F1 score of NER was 0.692. The result of this 

study is expected to contribute to the establishment of international business strategies by collecting 

timely information and analyzing it automatically. 
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1. INTRODUCTION 

Doing business in the domestic market generally secures stable revenue growth and profit rather 

than in the international market. However, the growth of the domestic construction market in 

developed countries has stagnated whereas the international market. Thus, not only large-sized 

construction companies but also small- and medium-sized construction companies (SMCCs) have 

expanded their business abroad to grasp the opportunities of the international market [1,2]. 

 Understanding the local business environment is crucial in order for success in international 

projects. Because an international project is more complicated than a domestic project because of 

unfamiliarity with the local business environment [3,4]. In addition, decision-making at the 

planning phase has a higher impact than that at later phases. Thus, construction companies, which 

seek to engage in international projects, continuously collect market and projects information to 

make informed decisions. However, there is a little information to refer to at an earlier phase. Thus, 

construction companies, which seek to engage in international projects, continuously collect 

market and projects information to establish business strategies. Large construction companies are 

capable to dispatch employees and hire local agents. And they even launch a local subsidiary if a 
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market is determined as a strategic foothold. However, it is challenging for SMCCs to investigate 

the local business environment thoroughly due to a lack of experience, resources, and local 

networks [1,5].  

The business environment for construction projects is ever-changing. Therefore, it is important 

to collect and analyze business environment information timely. Office workers usually browse 

internet websites and subscribe to professional reports to collect market and project information. 

And a large portion of business information is in textual data format. Thus, it is time-consuming 

and requires significant human effort to discover meaningful information by manual review. To 

address this problem, this study aims to develop an automated process of analyzing the business 

environment in international construction using Natural Language Processing (NLP). Since this 

study is in its early stages, this manuscript presents a pilot experiment for Named Entity 

Recognition (NER) model that extracts construction-related organizations from news articles. 

2. RESEARCH BACKGROUND 

2.1. Pre-trained language model and BERT 

Pre-trained language models (LMs) have been introduced since the late 2010s and they showed 

outstanding performance at NLP tasks [6]. Like the pre-trained models based on ImageNet in the 

computer vision domain, recent pre-trained LMs uses a large corpus (e.g., Wikipedia, news and 

books) to develop universal language representations [7]. This approach enables a machine to learn 

contextual information of text data based on attention mechanism, which can avoid the vanishing 

gradient problem of sequence-to-sequence model [8]. After generating contextual word 

embeddings from pre-trained LMs, fine-tuning is applied to downstream tasks. Most of the recent 

LMs which show high performance at the benchmark of NLP tasks have utilized the pre-trained 

language representation models and fine-tuning. There are various pre-trained language 

representation models such as Embeddings from Language Model (ELMo) [9], Generative Pre-

trained Transformer (GPT) [10], and Bidirectional Encoder Representations from Transformers 

(BERT) [11]. They are mainly different in model architecture; ELMo uses the Bidirectional Long 

Short-Term Memory (BiLSTM) whereas GPT and BERT are based on the Transformer [12]. A 

number of previous research have reported that the Transformer-based LM outperforms traditional 

the state-of-the-art LM for NLP tasks [13,14]. In addition, the GPT is optimized in generation tasks 

due to unidirectional training based on the Transformer’s decoder structure. In contrast, the BERT 

is a bidirectional LM which understands a single token with considering both right and left contexts 

based on the Transformer’s encoder structure. Therefore, the BERT-based model generally shows 

better performance in specific downstream NLP tasks such as Named Entity Recognition (NER) 

through fine-tuning [15]. Against these backdrops, this study employed the BERT model as a base 

pre-trained LM to develop a NER model.  

The BERT model follows two steps; pre-training and fine-tuning. In the pre-training step, the 

model is trained with unlabeled data and generates contextualized embeddings for each token. Input 

representation of the BERT model consists of three embeddings, namely, token embeddings, 

segment embeddings, and position embeddings. The BERT model uses WordPiece embeddings as 

token embeddings [16]. Segment embedding is used to distinguish two sentences in a sequence; 

tokens of the first sentence are embedded as 0 while tokens of the second sentence are embedded 

as 1. Position embeddings indicates absolute positions of each token that has embedding of 0 at the 

beginning and embedding of the length of tokens at the last in sequence. Output representations of 

the BERT model is contextualized embeddings of each input token. Then, the contextualized 

embeddings are handed over to fine-tune the model for downstream NLP tasks. Additional neural 
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networks (e.g., recurrent neural network (RNN)) and traditional machine learning algorithms (e.g., 

conditional random field (CRF)) are plugged in after the BERT model for fine-tuning. 

2.2. Named Entity Recognition 

NER is one of NLP tasks that aims to identify and classify terms or phrases to pre-specified 

categories such as person, location, and organization [17]. NER is a fundamental prior task to other 

advanced NLP tasks such as relation extraction. Existing NER models for typical entities with 

open-source datasets have reached near human-level performance [18], however, it is still difficult 

to apply to domain-specific topics because of its unique characteristics and lack of labeled datasets 

[19,20]. In the construction domain, several research have proposed NER model to extract entity 

information from construction documents such as construction specification [21], bridge inspection 

report [22-24], construction regulatory document [25,26]. And above-mentioned research applied 

various approach for information extraction such as rule-based approach, ontology-based 

approach, and neural network-based approach [27]. Some of the previous research showed 

satisfactory performance on its own purposes. Although it is difficult to compare each other 

because research design was different depending on the research purpose, models that applied the 

state-of-the-art technologies showed better performance on their own tasks as the level of NLP 

technology development improves. Yet, there is a lack of an automated approach to extract 

construction-related organizations from text data for the purpose of international market analysis. 

3. RESEARCH METHODOLOGY 

3.1. Data collection 

This study collected online news articles by using web crawling technique. Web crawling is a 

process that automatically navigates websites and collects data defined by a user in advance. It 

parses Hypertext Markup Language (HTML) structure and extract information based on unique 

tags of each element [28]. This study attempted to crawl news articles published by MEED which 

is a representative magazine in the Middle East area. The authors regarded MEED as an appropriate 

source to get construction market information because the Middle East is a strategically important 

market of international construction. In the last decade, 15~20% of the revenue of international 

construction has come from the Middle East region [29]. Especially, Korean firms have monitored 

the Middle East market and collect construction information since the international projects in the 

Middle East area have accounted for the largest share of Korea's international construction 

industry. A total of 44,333 news articles were collected from 2008 to 2018.  

3.2. Data labeling 

The end of the line of our research is to identify a network of construction-related organizations 

in the international construction market to support establishing business strategies at the bidding 

stage. As the first step of our research, this manuscript aims to identify which organizations are 

active in the international construction market. Main players in any construction project are owner, 

contractors, suppliers, and consultants. And contractors are divided into engineers and constructors 

mainly. Accordingly, this study classified entities of construction-related organizations into five 

categories as client, engineer, constructor, consultant, and other. This study excluded suppliers 

from independent entities because they are usually not determined at the bidding stage, so they 

appeared few in our dataset. Instead, the other category covers organizations that are not included 

in the main categories including not only suppliers but also investors and facility operators. 

Meanwhile, non-construction-related organizations are not labeled to distinguish them from 

construction-related organizations. 
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There are various encoding schemes to label entities such as IO, BIO, IOU, IOE, BIEO, IEOU, 

BILOU [30]. Previous studies revealed that performances of each encoding scheme vary depending 

on language, composition of entities, and dataset [30-32]. This study employed the BIO scheme 

which is one of the representative encoding schemes. The BIO scheme is a common format for 

tagging tokens in NER tasks; ‘B’, ‘I’, ‘O’ stands for beginning, inside, and outside, respectively. 

A token is tagged with ‘B-’ prefix when the token is a beginning of terms or phrases, and ‘I-’ prefix 

when the token is the second to the end of terms or phrases. If a token does not belong to any pre-

specified categories, ‘O’ is tagged. 

The labeling task of this study is more complicated than general word-level labeling that can be 

recognized intuitively without understanding the context. Because an annotator is required to 

understand the context of the text and determine what kind of role an organization is in charge of. 

Therefore, three undergraduate students who major in civil engineering participated in the labeling 

task. A total of 1,000 articles were labeled and used in this study and the distribution of labeled 

entities is as shown in Table 1. 

3.3. BERT-based NER model 

This study used BERT model as a base pre-trained LM and then linear classification with the 

Softmax function is applied for the fine-tuning to classify entities to pre-specified categories. The 

overall architecture of the BERT-based NER model is as shown in Figure 1.  

 

 

Figure 8. Architecture of the BERT-based NER model 
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3.4. Evaluation metrics 

This study measured the performance of the BERT-based NER model based on precision, recall, 

and F1 score. Because the volume of labeled entities in each category is unbalanced, this study 

calculated the metrics for each category, then calculated the micro average of each metric. In the 

case of NER task, the micro average is commonly used to calculate an overall performance. The 

micro average calculates metrics globally to take label imbalance into account. This study used 

seqeval which is a python library for sequence labeling evaluation at entity-level of a NER task. 

4. EXPERIMENT 

4.1. Experimental setup 

As a pilot experiment of NER model development, this study aims to investigate the effect of 

text length. This study performed experiments with two types of dataset; document- and sentence-

level datasets. Document-level dataset was created using the original text of news articles, whereas 

sentence-level dataset was created by segmenting the original text of news articles into sentences 

so that each sentence becomes a single data point. Moreover, the document-level dataset was split 

randomly into training dataset, validation dataset, and test dataset at a ratio of 8:1:1. The sentence-

level dataset was split before sentence segmentation using the document-level dataset to equalative 

a composition of entities in test datasets of both document- and sentence-level datasets. The 

distribution of entities is as shown in Table 1. 

Table 7. Distribution of entities 

Dataset None Client Constructor Engineer Consultant Other 

Training 179,221 5,692 4,157 593 1,026 1,758 

 (93.1%) (2.96%) (2.16%) (0.31%) (0.53%) (0.91%) 

Test 19,255 607 415 79 128 191 

 (93.1%) (2.94%) (2.01%) (0.38%) (0.62%) (0.92%) 

Total 198,476 6,299 4,572 672 1,154 1,949 

 (93.1%) (2.96%) (2.15%) (0.32%) (0.54%) (0.91%) 

An experiment was conducted in Ubuntu 18.04 and Python version 3.7.10 using PyTorch-1.4.0, 

transformers-4.4.2. Python library Transformers provides various pre-trained deep learning models 

including BERT [33]. This study employed BERT-Base model to develop a NER model. The 

hyperparameters of the model were configured with respect to the recommendation of [11] as 

follows; a learning rate of 2e-5; a dropout probability of 0.1. However, a batch size was set to 4 

due to the limitation of GPU memory. In addition, this study applied early stopping in training 

process to prevent overfitting. The training was stopped if F1 score had not improved more than 

five times sequentially because Devlin et al. [11] recommend the number of epochs less than five. 

The model was trained using k-fold cross-validation with the k of 10. 

4.2. Experimental results 

The performance of the NER model tested in this study is as shown in Table 2. The average F1 

scores with document-level and sentence-level input data were 0.625 and 0.692 respectively. In 

detail, the NER model predicted ‘Client’ and ‘Constructor’, and ‘Other’ entities better with 

sentence-level dataset whereas ‘Consultant’ and ‘Engineer’ were better with document-level 

dataset. The reasons for this result are as follows. First, a company may play a different role in each 
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project. For examples, an engineering company plays as a consultant such as construction 

management time to time in a construction project. A construction company may perform either 

engineering or construction depending on the occasion. These ambiguities of the role of 

construction-related organizations affected labeling and the performance of the NER model. 

Second, the model with document-level input data understands the overall context well because it 

was trained using a full article. Let us assume a sentence, ‘S company awarded Tabreed cooling 

plants contract.’ This sentence does not contain any information about what kind of contract ‘S 

company’ has made. A next sentence, ‘S company has received a letter of award for a contract to 

build two district-cooling plants at the Al-Dhafra airbase in Abu Dhabi,’ supports to determine the 

actual role of ‘S company’. However, this context of a full text has not been considered when the 

NER model was trained using the sentence-level input data. Third, the overall balance of entities 

is imbalanced. Only 6.9% of tokens were related to the entities in this study. Moreover, 74% of 

labeled entities were either ‘Client’ or ‘Constructor’. There were only 0.54% and 0.32% of 

‘Consultant’ and ‘Engineer’ labels respectively in the dataset of this research. 

Table 8. Performance of the NER model 

Category 
Document-level Sentence-level 

Precision Recall F1-score Precision Recall F1-score 

Client 56.9% 77.2% 65.5% 67.6% 83.4% 74.6% 

Constructor 69.8% 74.3% 72.0% 72.0% 77.6% 74.7% 

Engineer 65.1% 51.9% 57.7% 43.9% 54.7% 48.7% 

Consultant 66.2% 65.6% 65.9% 55.5% 56.0% 55.7% 

Other 34.3% 36.0% 35.1% 52.0% 58.5% 55.0% 

Average 58.3% 67.4% 62.5% 64.8% 74.3% 69.2% 

5. CONCLUSION 

This study presented the BERT-based NER model to extract construction-related organizations 

from news articles. The results of this experiment revealed that a pre-trained LM is applicable to 

text analytics in the construction domain, especially for the business environment analysis based 

on relatively long text data. Because the news data used in this study is less domain-specific than 

other construction documents such as specifications and technical reports. Nevertheless, since this 

study is in its early phase, the performance of the presented model was not enough satisfactory for 

practical use. To improve the NER model, the authors will complement the limitations discussed 

in the result section in future research; using different type of pre-trained LM, adding more layers 

to the presented model such as BiLSTM and CRF, filtering unnecessary documents before NER, 

considering relations between entities. As the first step of text-based business environment 

analysis, this research is expected to support marketing, bid/no-bid decisions, and the strategy 

development of the international construction business. 
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