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ABSTRACT 
 

The diffuse sound field plays a crucial role in the perceptual quality of the auralization 
of virtual scenes. Diffuse Rain is a geometrical scattering model which enables the 
simulation of diffuse fields that is compatible with acoustic ray tracing, but is often 
computationally expensive. We develop a novel method that can reduce this cost by 
rendering the large number of Diffuse Rain data in Ambisonics format. The proposed 
method is evaluated in a shoebox scene simulation run on MATLAB, in reference to a more 
faithful method of rendering the Diffuse Rain data ray-by-ray. The EDC and IACC of the 
binaural output show that the simulated diffuse field can be rendered in Ambisonics with 
only minimal deviations in energy decay and spatial quality, even with 1st-order Ambisonics. 

 
1. Introduction 

Regarding the recent trend and the rapid development of 
virtual reality (VR) media platforms that aim to provide users 
with immersive virtual experiences, there is a rising demand 
for fast, high-quality acoustic simulations. 

Ray tracing is a geometrical simulation method that is 
increasingly becoming an attractive model for the real-time 
auralization in VR, due to the rise of graphical processing units 
(GPU) that can handle the vast number of rays required for 
perceptually accurate results. However, unlike wave-based 
numerical methods, traditional ray tracing cannot emulate the 
wave phenomena for realistic acoustics, such as scattering 
and diffusion of sound from material surfaces. 

Diffuse Rain [1] is an acoustic model that incorporates 

sound scattering into ray tracing by deterministically 
calculating the energy transfers from scattering point 
candidates visible to listener, avoiding the issue of potential 
computational explosions in scattering models such as ray 
splitting. However, Diffuse Rain can lead to an immense 
number of data and rendering cost when the listener is 
exposed to a large number of scattering points. 

To reduce this cost, we propose a technique of rendering 
Diffuse Rain results in Ambisonics. We introduce the 
formulation and necessary assumptions for the encoding of 
energetic rays in Ambisonics and the estimation of the diffuse 
sound field covariance matrix, which stores the spatial sound 
information for the binaural output synthesis. We compare the 
Ambisonics method to a brute-force approach that renders 
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each individual ray energy impulse with a Head-Related 
Impulse Response (HRIR), which we take as the most faithful 
representation of simulation results. 

2. Geometrical Acoustics  
A. Acoustic Ray Tracing 

Acoustic ray tracing, specifically stochastic acoustic ray 
tracing, statistically models the acoustics of a virtual scene by 
emitting discrete sound rays uniformly in random directions 
and propagating them within the scene geometry. The 
individual ray energies decay over time as they get absorbed 
into the air and the reflecting surfaces. Intersections between 
ray paths and a finite-volume detector are logged as energy 
values in discrete time-bin histograms. This temporal energy 
data is converted to an audio output with a rendering method 
of choice, in the form of an impulse response (IR), or the room 
IR (RIR) of the scene. 

Although ray tracing is a high-frequency approximation 
that considers sound as particles instead of waves, frequency-
dependent energy decay is still calculated with air and material 
absorption coefficients defined for octave frequency bands 
within the audible range. Therefore, ray energies will not only 
be stored in time-bins, but also frequency-bins. For binaural 
audio rendering, ray energies are stored in angle-dependent 
histograms used in the synthesis of binaural RIRs (BRIRs). 

B. Diffuse Rain based Scattering 
Diffuse Rain [1] models the scattering of sound by 

geometrically calculating the amount of scattered energy 
transferred to a finite-volume detector, with the ray reflection 
points visible to the detector as the scattering points. The 
transferred energy from each point is determined by a 
scattering distribution, a function of the angle against surface 
normal that is independent of the incident ray angle. The 
conventional Lambertian distribution 𝑤𝑤(Θ) = 𝐴𝐴cos(Θ) is used 
in this work, where A is a normalization factor and Θ is the 
angle between the detector position and the surface normal. 

When a ray with energy Ep is incident at the scattering 

point, a fraction α  (absorption coefficient) of the energy is 
absorbed by the surface material, from which a fraction s 
(scattering coefficient) is scattered into the half-sphere in the 
direction of the normal. The portion from this scattered 
energy transferred to a detector is the integration of 𝑤𝑤(Θ) 

over the solid angle Ω  subtended by the detector’s volume. 

With A determined by normalizing 𝑤𝑤(Θ) over the half-sphere, 
the energy transferred to a spherical detector is given as 

 E = Ep ⋅ (1 − α) ⋅ s ⋅ 2 ⋅ (1 − cos 𝛾𝛾) ⋅ cos Θ,  (1) 

where 𝛾𝛾 is half of the open angle from the scattering point to 
the sphere. 

 
Figure 1. An instance of Diffuse Rain energy transfer. 

This energy is treated in the same way as a detected ray from 
specular reflections, and is logged in an energy histogram at 
the time-bin for the detection time of the scattering event. 

Since coefficients α and s are frequency-dependent, energies 
are also logged in the histogram at frequency-bins. 

Although not essential for the acoustic rendering process, 
the incident ray energy, time and direction data from both 
specular reflections and Diffuse Rain are stored as image 
source data for the sake of explicit representation and ease of 
handling. From this point on, we refer to an instant of incident 
energy detection as an image source. 

3. Acoustic Rendering 
A. Ambisonic Rendering 

Since Diffuse Rain generates an image source for every 
point of reflection visible to the detector, rendering its results 
often requires a high computation cost. We propose a method 
for reducing this rendering cost by encoding the large number 
of image sources in an Ambisonics format with much fewer 
channels, as a trade-off between spatial resolution and cost, 
variable with the encoding spherical harmonic (SH) order. 

In the usual sense, 𝑁𝑁𝑡𝑡ℎ-order Ambisonic encoding [2] of a 
multi-channel audio signal involves transforming each ith 
microphone channel sound pressure data using an encoding 
vector with SH weights for orders 𝑛𝑛 = 1, 2, … ,𝑁𝑁 and degrees 
𝑚𝑚 = −𝑛𝑛,−𝑛𝑛 + 1, … , 𝑛𝑛 − 1, 𝑛𝑛 

 [𝐲⃑𝐲i]𝑛𝑛,𝑚𝑚 = 𝑌𝑌𝑛𝑛𝑚𝑚(Ω𝑖𝑖) , (2) 

 𝑌𝑌𝑛𝑛𝑚𝑚(𝜃𝜃,𝜙𝜙) = �
2𝑛𝑛 + 1

4𝜋𝜋
(𝑛𝑛 − 𝑚𝑚)!
(𝑛𝑛 + 𝑚𝑚)! ⋅ 𝑃𝑃𝑛𝑛

𝑚𝑚(cos 𝜃𝜃) ⋅ 𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖  , (3) 
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where Ω𝑖𝑖 = (𝜃𝜃𝑖𝑖 ,𝜙𝜙𝑖𝑖) is the ith channel direction with elevation 
𝜃𝜃𝑖𝑖  and azimuth 𝜙𝜙𝑖𝑖 , 𝑃𝑃𝑛𝑛𝑚𝑚(⋅)  are the associated Legendre 
polynomials. Since our goal is to encode discrete image source 
energies and not signal amplitudes, we devise a new 
appropriate formulation. 

1) Ray Encoding and Covariance Construction 
Denoting the diffuse field IR in 𝑁𝑁𝑡𝑡ℎ-order SH domain at 

the position and time of interest as 𝐩⃑𝐩 = [𝑝𝑝1(𝑡𝑡) ⋯ 𝑝𝑝𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡)]T, 
𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚 = (𝑁𝑁 + 1)2 , the covariance between its harmonics is 
expressed as the expectation value of the vector product 

 𝐂𝐂 = 𝐸𝐸{𝐩⃑𝐩𝐩⃑𝐩H } . (4) 

We assume that the diffuse sound field modeled with Diffuse 
Rain image sources is approximately uniform in time and 
direction. Then, we can regard the ith image source, or ray, 
within a time-bin as an uncorrelated and random noise sample 
recorded at a direction 𝛀𝛀𝒊𝒊, with the variance 𝝈𝝈𝒊𝒊𝟐𝟐 = 𝑬𝑬𝒊𝒊 equal to 
ray energy. Then, image source data can effectively be 
encoded in 𝑵𝑵𝒕𝒕𝒕𝒕-order SH domain by estimating 𝐂𝐂 as 

 𝐂𝐂 ≈ 𝐂̃𝐂 = ∑ 𝐲⃑𝐲𝒊𝒊∗𝜎𝜎𝑖𝑖2𝐲⃑𝐲𝑖𝑖T𝑖𝑖  ,  (5) 

where vectors 𝐲⃑𝐲𝑖𝑖  have the same definition as (2), but with 
indices i representing the ith image source, not channels. 

2) IR synthesis and Binaural Decoding 
Spatial information is extracted from the estimated 

covariance matrix to reproduce the diffuse field. To this end, 
the eigenvectors 𝐔𝐔� = �𝐮𝐮�⃑ 1 ⋯ 𝐮𝐮�⃑ 𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚� and the eigenvalues 𝚲𝚲� =

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�𝜆𝜆1 , … , 𝜆𝜆𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚� are calculated from the eigendecomposition 
𝐂̃𝐂 = 𝐔𝐔�𝚲𝚲�2𝐔𝐔�H . Then, the estimated diffuse field IR can be 
synthesized as a linear combination of noise samples 

 𝐩𝐩�⃑ = ∑ �𝜆𝜆𝑗𝑗𝐮𝐮�⃑ 𝑗𝑗�𝑟𝑟𝑗𝑗(𝑡𝑡)𝑗𝑗 = 𝐔𝐔�𝚲𝚲�𝐫𝐫 ,  (6) 

where 𝐫𝐫 = [𝑟𝑟1(𝑡𝑡) ⋯ 𝑟𝑟𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚
(𝑡𝑡)]T  are random Gaussian noise 

generated for each eigenvector. Incidentally, the covariance 
matrix of the estimated diffuse field  

 𝐸𝐸�𝐩𝐩�⃑𝐩𝐩�⃑H � = 𝐔𝐔�𝚲𝚲�𝐸𝐸{𝐫𝐫𝐫𝐫H }𝚲𝚲�𝐔𝐔�H = 𝐔𝐔�𝚲𝚲�2𝐔𝐔�H = 𝐂̃𝐂 (7) 

is equal to the original estimated covariance, given that 𝑟𝑟𝑗𝑗(𝑡𝑡) 
are uncorrelated to each other, such that 𝐸𝐸{𝐫𝐫𝐫𝐫H } = 𝐈𝐈.  

To obtain the left and right BRIR signals 𝑝𝑝𝐿𝐿(𝑡𝑡) and 𝑝𝑝𝑅𝑅(𝑡𝑡), 
the estimated diffuse sound field is first decoded into a virtual 
speaker configuration, using a spherical t-design appropriate 
for the maximum SH order [3]. The decoded signals are 
convolved with the HRIRs at the speaker directions and 

summed up to obtain the BRIR 

 𝑝𝑝𝐿𝐿,𝑅𝑅(𝑡𝑡) = ∑ 𝐇𝐇��⃑ 𝐿𝐿,𝑅𝑅
𝑘𝑘 (𝑡𝑡) ∗ 𝐩𝐩�⃑𝐿𝐿,𝑅𝑅

𝑘𝑘 (𝑡𝑡)𝐾𝐾
𝑘𝑘=1  .  (8) 

Here, 𝐇𝐇��⃑ 𝐿𝐿,𝑅𝑅
𝑘𝑘 (𝑡𝑡) = �𝐻𝐻𝐿𝐿,𝑅𝑅

1 (𝑡𝑡) ⋯ 𝐻𝐻𝐿𝐿,𝑅𝑅
𝐾𝐾 (𝑡𝑡)�T and 𝐾𝐾 is the number of 

virtual speakers. The synthesis of the diffuse part for the BRIR 
in a virtual scene with Ambisonic rendering is summarized in 
figure 2. 

 
Figure 2. Diffuse field BRIR synthesis with Ambisonic rendering. 

B. Ray-by-Ray Rendering 
The ray-by-ray method is the direct synthesis of the BRIR 

as a linear combination of individual ray contributions. For 
each image source direction and frequency-bin energies, the 
respective band-pass filtered HRIR is amplitude-scaled, time-
shifted, then summed onto the final BRIR after a convolution 
with a Gaussian noise segment. In the evaluation of the 
Ambisonic rendering of diffuse sound fields, we shall consider 
this approach as the “ground truth” that is most true to the 
generated Diffuse Rain data. The ray-by-ray method is also 
used for the rendering of the specular reflection part of the 
BRIR, where relatively few image sources are involved. 

4. Evaluation 
A. Simulation Settings 

 
Figure 3. Simulation shoebox scene (dimensions in m).  

The two rendering methods are implemented in a proof-
of-concept acoustic simulation run on MATLAB. 20,000 rays 
are traced over 20 reflection orders within a virtual shoebox 
scene, with a spherical detector of radius 0.25 m and sampling 
frequency of 48 kHz. Histograms are built with 10 ms time-bins 
and 6 frequency-bins corresponding to octave bands of center 
frequencies 125 Hz to 4 kHz. The average absorption and 
scattering coefficients for the scene are 0.15 and 0.8, 
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respectively. Gypsilab MATLAB library’s openRay toolbox [4] is 
used for ray tracing, and the HUTUBS HRTF database [5] with 
220 sampling points is used for binaural rendering. 

B. Energy Decay Curve 
The energy decay curve (EDC) of an IR is defined as the 

normalized tail integral [6] or the energy decay from the total 
signal power up to time 𝑡𝑡: 

 EDC(𝑡𝑡) =
∫ ℎ2(𝜏𝜏)𝑑𝑑𝑑𝑑∞
𝑡𝑡

∫ ℎ2(𝜏𝜏)𝑑𝑑𝑑𝑑∞
0

 . (9) 

Figure 4 shows the EDCs from 1st and 3rd-order Ambisonic 
rendering, and the ray-by-ray method. The energy deviations 
of Ambisonic rendering from the ray-by-ray method are small 
near the beginning, but increases with propagation time. 
Nevertheless, the mean deviations are 0.71 dB for the 1st-order 
Ambisonics, and 1.03 dB for 3rd-order, showing that the diffuse 
field reproduced by the proposed method is a good estimate in 
terms of acoustic energy decay. 

 
Figure 4. EDC of BRIRs. 0 dB is the total BRIR energy. 

C. Interaural Cross-Correlation 
 The interaural cross-correlation (IACC) is the maximum 

value of the normalized interaural cross-correlation function 
between the left and right IRs: 

 IACC = max[𝛷𝛷𝐿𝐿𝐿𝐿(𝜏𝜏)] , |𝜏𝜏| ≤ 1 𝑚𝑚𝑚𝑚  , 

(10) 
 𝛷𝛷𝐿𝐿𝐿𝐿(𝜏𝜏) =

∫ 𝑝𝑝𝐿𝐿(𝑡𝑡 + 𝜏𝜏)𝑝𝑝𝑅𝑅(𝑡𝑡)𝑑𝑑𝑑𝑑𝑡𝑡2
𝑡𝑡1

�∫ 𝑝𝑝𝐿𝐿2(𝑡𝑡)𝑑𝑑𝑑𝑑𝑡𝑡2
𝑡𝑡1

∫ 𝑝𝑝𝑅𝑅2(𝑡𝑡)𝑑𝑑𝑑𝑑𝑡𝑡2
𝑡𝑡1

  .  

Psychoacoustic studies show a close relationship between the 
IACC and the quality of the spatial sound, and it has been 
observed that lower values of the late IACC (𝑡𝑡1 = 80 ms  and 
𝑡𝑡2 = 1 s), imply higher degrees of sound field diffusion [7]. 

Figure 5 shows that the IACCs from the three rendering 
cases are very similar, especially for 3rd-order. This indicates 

a good preservation of the degree of diffusion within the scene. 

 
Figure 5. Late IACC of BRIRs, averages of 10 simulation results. 

Rotation is anti-clockwise from look direction in figure 3. 

5. Conclusion 
The proposed method reduces the rendering cost for 

diffuse field simulations by encoding the large Diffuse Rain 
data in Ambisonics. Instead of individually processing an 
arbitrary number of image sources, the diffuse field is 
synthesized in 𝑁𝑁𝑡𝑡ℎ -order Ambisonics for just (𝑁𝑁 + 1)2 

eigenvectors. Compared with the ray-by-ray method using 
EDCs and IACCs of the results, it is shown that Ambisonic 
rendering is able to accurately estimate the energy decay and 
the degree of sound diffusion. Higher-order Ambisonic 
rendering yields a closer match of IACCs with the ray-by-ray 
method, but no other striking differences are observed, 
suggesting that even 1st-order Ambisonics may be sufficient 
for perceptually acceptable diffuse sound field simulations. 
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