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Summary 

 

Weakly-supervised learning is a widely adopted approach in video anomaly detection whereby only video labels are 

utilized instead of expensive frame-level annotations. Since the success of multi-instance learning (MIL), almost all 

recent approaches are based on maximizing the margin between the set of abnormal video snippets and those of 

normal video snippets. In this work, we present a simple contrastive approach for weakly supervised video anomaly 

detection (WS-VAD) with aims to enhance the performance of existing models. The method is generic in nature and 

introduces a loss function to encourage attraction of output features from the same video class and repel those from 

different video classes. Experimental results demonstrate our method can be applied to existing algorithms to improve 

detection accuracy in public video anomaly dataset. 

 

1. Introduction 

In recent years, CCTV cameras have been extensively 

deployed to enforce public security in various countries. 

However, analyzing and monitoring CCTV videos still mostly 

rely on expensive manual efforts requiring human 

interventions. Even with multiple monitoring personnel the 

task is difficult as i) anomalous actions occur only rarely and 

ii) there are usually several CCTV streams to monitor 

simultaneously. Consequently, the demand for intelligent 

surveillance systems is increasing. 

Currently, video anomaly detection (VAD) is one of the 

most widely-used approach for solving aforementioned task. 

It aims to detect unusual patterns, appearances, or situations 

(such as violence, car accident, and explosion) from RGB and 

optical flow data obtained from CCTV videos. While the use of 

videos can benefit from the underlying temporal information, 

it also stands a major challenge that frame-level annotations 

are generally missing, which may not provide enough cues for 

training an accurate VAD model [2,3]. 

To tackle above problem, recent studies have focused on 

developing weakly-supervised approaches which do not 

require frame-level ground truths. One of the foundational 

algorithms is multi-instance learning (MIL), which considers 

VAD as a regression problem estimating an abnormal score 

for each snippet (set of frames) of video. It aims to maximize 

abnormal scores of abnormal snippets than those of normal 

snippets. To this end, only one snippet with the highest 

abnormal score is selected from each anomalous and normal 

video, then they construct a positive and a negative bag, 

respectively. Then, the margin between the instances of the 

positive bag and those of the negative bags is maximized. 

Since it has shown significantly enhanced performance in 

weakly-supervised settings, most existing methods are based 

on it. 

In this paper, we present a simple contrastive approach 

for WS-VAD not only to attract features of the same class but 

to repel features of the different classes to learn 

discriminative representations for the clear decision 

boundary between anomalous and normal situations. It is 

worth noting that this contrastive loss can be applied to an 

off-the-shelf training scheme. We apply the self-supervised-

based contrastive loss proposed by Supcon loss [5]. 

The rest of the paper is organized as follows: Section 2 

presents the related works on WS-VAD. Section 3 provides a 

detailed description of the simple contrastive framework for 

WS-VAD proposed here, and Section 4 presents the 

experimental setup and results. Finally, Section 5 concludes 

our study. 
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2. Related work 

2.1 Weakly-supervised Video Anomaly Detection  

Most VAD methods earlier than 2017 were based on 

unsupervised settings that utilized only normal training 

videos. For instance, the methods that used sparse 

representation to learn the dictionary of normal behaviors 

were mainly proposed [1]. In this case, the patterns which 

have large reconstruction errors are considered anomalies 

during testing. After this, [2] proposed a deep MIL ranking loss 

to predict anomaly scores by leveraging the abnormal 

samples with video-level labels. Technically, the MIL ranking 

loss is designed to maximize the anomaly score of abnormal 

instances compared to normal instances. As they showed 

substantially improved performance over the unsupervised 

approaches, most existing WS-VAD methods are based on this 

loss. On the other hand, [2] proposed robust temporal feature 

magnitude learning to recognize anomalous situations 

efficaciously. They considered the feature magnitudes more 

powerful indicators than anomaly scores for effective training. 

Therefore, they designed the loss function that enables the 

feature magnitudes of the abnormal instances to be larger 

than those of the normal instances. However, the usefulness 

of the feature similarity between abnormal and normal 

instances has been relatively disregarded in the previous 

works. In this work, we present a simple contrastive approach 

based on the feature similarities with an aim to enhance the 

performance of existing models. 

2.2. Contrastive Learning 

Recently, contrastive learning has greatly facilitated in 

various computer vision tasks such as object classification 

and action recognition. It allows a model to learn the 

discriminative features by not only pulling the 

representations of the same instance close but pushing those 

of different instances far away. [4] suggested the simple 

framework for contrastive learning, that generates different 

views of an image - meaning of positive pairs -through 

augmentation and achieved outstanding performance in 

object classification in a self-supervised manner. However, 

since it does not use ground truth labels at all, it has the 

disadvantage of learning to repel each other even if there are 

images of the same class among the batch data. To mitigate 

this problem, [5] proposed supervised contrastive loss that 

utilized the ground truth labels when constructing positive 

pairs. Since it is a way to perform more accurate pairing 

rather than learning to classify labels, we adopt this function. 

 

3. Proposed Method 

The main purpose of the proposed method is to 

demonstrate that contrastive loss can be effectively applied to 

the existing WS-VAD algorithms such as MIL framework as 

shown in Fig. 1.  

3.1 Formulation 

The purpose of anomaly detection is to estimate the 

anomaly status of a video and localize the anomalies in the 

video sequence if exist. In the weakly supervised scenario, a 

video 𝑉  and its corresponding video-level annotation 𝑦 ∈

{0, 1} are given, where the case 𝑦 = 1 means there exists an 

anomaly ( 𝑉𝑎 ) otherwise 𝑦 = 0  indicates that there is no 

anomaly (𝑉𝑛). Usually, each video is divided into 32 snippets 

according to [2]. Then, the features of those snippets are 

extracted by using the pretrained models with action 

recognition databases, X={x1, x2, …, x32}.      

3.2 MIL with contrastive learning  

MIL assumed that abnormal snippets should have higher 

abnormal scores than those normal snippets. As frame-level 

labels are not available in WS-VAD, the top-1 scores are 

selected from each normal and abnormal video for 

comparison as follows:   

           𝑚𝑎𝑥
ⅈ

 𝑓(X𝑎
ⅈ

) > 𝑚𝑎𝑥
ⅈ

 𝑓(X
𝑛
ⅈ

)           (1) 

where 𝑖 means the index of mini-batch and 𝑓(⋅) is the MIL 

model. Specifically, to distinguish the abnormal and normal 

instances, Eq. (1) is modified to the hinge-loss formulation as 

below:  

  𝐿𝑚ⅈ𝑙 = max (0, 1 − 𝑚𝑎𝑥
ⅈ

 𝑓(X𝑎
ⅈ

) + 𝑚𝑎𝑥
ⅈ

 𝑓(X𝑛
ⅈ

))   (2)  

In practice, since a model usually has the sigmoid operation 

after the last layer, the range of the outputs is restricted from 

zero to one. Hence, it is possible to calculate the derivatives 

of 𝐿𝑚ⅈ𝑙. 

However, maximizing the margin between the set of 

abnormal video snippets and those of normal video snippets 

cannot assure that the model can learn discriminative 

features, since normal and abnormal features can lie at any 
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place in the feature space. Therefore, we apply the 

contrastive loss with an aim to attract the features of 

the same video classes and take apart the features of 

the different video classes for a clearer decision 

boundary. For contrastive learning, we construct a 

positive feature set including all abnormal categories to 

learn generalized features for anomalies, since there 

are diverse abnormal events in the real world. After the 

features that have the highest anomaly scores are 

selected to construct the positive and negative pairs, 

contrastive learning is performed by Supcon loss: 

𝐿𝑠𝑢𝑝𝑐𝑜𝑛 = ∑
−1

|𝑃(ⅈ)|ⅈ∈𝐼  ∑
𝑒𝑥𝑝(z𝑖⋅z𝑝∕𝜏)

∑ 𝑒𝑥𝑝 (z𝑖⋅z𝑎 𝜏⁄ )
𝑎∈𝐴(𝑖)

𝑝∈𝑃(ⅈ)     (3)  

Where 𝑃(𝑖)  and 𝐴(𝑖)  means positive pair sets and 

negative pair sets, respectively. z  is an embedding 

feature of 𝑥  extracted from MIL model and 𝜏  is a 

temperature parameter. 

Since Supcon loss mainly perform metric learning, 

it cannot assure the abnormal snippet has a higher 

anomaly score than that of normal snippet. Therefore, 

we simply combine the MIL ranking loss and Supcon 

loss with hyper-parameter for balancing them as follow: 

   𝐿𝑡𝑜𝑡𝑎𝑙 = 𝐿𝑚ⅈ𝑙 + 𝜆 𝐿𝑠𝑢𝑝𝑐𝑜𝑛          (4) 

 

4. Experimental Results 

4.1 Experimental Settings  

We test our proposed method on the UCF-Crime 

dataset which is a large-scale dataset with a total of 128 

hours. It contains 1,900 untrimmed actual surveillance 

videos with 13 classes of abnormal events [2]. The 

training set includes 1,610 videos with video-level labels, 

and the test set consists of 290 videos with frame-level 

labels. We used the features extracted from pretrained 

I3D [6] with a Kinetic database. We employed the same 

model with [2] that has three layers (512-32-1). Then, 

we trained the model for 75 epochs with Adam optimizer. 

As a hyper-parameter setting, 32 videos were selected 

from each abnormal and normal video for constructing 

a mini-batch, and the initial learning rate is 0.001. 

Lastly, the lambda (𝜆) for balancing between MIL loss 

and Supcon loss and the temperature of SupCon loss is 

set to 0.4 and 0.07, respectively. Similar to the previous 

methods, we use the frame-level area under the ROC 

curve (AUC) as the evaluation metric. A larger AUC 

indicates better performance. 

4.2 Experimental Results  

The AUC results on UCF-Crime are illustrated in Table 1. 

The original paper of MIL [2] used the 4096-d features 

extracted by C3D [7] which utilizes only RGB frames 

during training action classes. Whereas we used the 

features extracted by I3D that showed significantly 

improved action recognition performance by utilizing 

RGB and optical flow images since C3D features that 

were utilized in [2] are not available. Therefore, we also 

trained the original MIL ranking loss with the I3D 

features for a fair comparison.  

Consequently, we obtained an AUC of 85.16%, 

Figure 1. The overall framework of the proposed method. After abnormal and normal videos are divided into 32 

segments, the features are extracted by I3D model pretrained with action recognition datasets. Then, MIL model 

which is the MLP with three layers predicts the anomaly scores of each snippet and scores and the features that 

have the highest anomaly scores are selected. The MIL model is trained by MIL ranking loss and contrastive loss. 
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which was improved by 0.85% over the existing method. 

On the other hand, 84.3% of [3] is a result of using the 

relatively complex model to consider temporal 

information from Resnet-based I3D features by using 

only RGB frames. However, we showed slightly better 

performance with a simple architecture.  

Table 1. Performance comparison on UCF-Crime 

 

5. Conclusion 

We present a simple contrastive approach for 

weakly supervised video anomaly detection (WS-VAD) 

to improve performance of existing models. We added a 

contrastive loss function to encourage attraction of 

positive pairs meaning that have the same video classes 

and repel negative pairs meaning that have different 

video classes. The experimental results on the public 

video anomaly dataset demonstrated our method can 

be applied to existing algorithms to improve detection 

accuracy. 
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