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Abstract 

 

In this paper, we propose an efficient reference-based compression artifact reduction network for 360-

degree images in an equi-rectangular projection (ERP) domain. In our insight, conventional image restoration 

methods cannot be applied straightforwardly to 360-degree images due to the spherical distortion. To address 

this problem, we propose an adaptive disparity estimator using a deformable convolution to exploit correlation 

among 360-degree images. With the help of the proposed convolution, the disparity estimator establishes the 

spatial correspondence successfully between the ERPs and extract matched textures to be used for image 

restoration. The experimental results demonstrate that the proposed algorithm provides reliable high-quality 

textures from the reference and improves the quality of the restored image as compared to the state-of-the-

art single image restoration methods.   

 

1. Introduction 

Deep learning (DL) based image restoration has been 

studied actively in computer vision. The performance has 

been improved substantially with several DL modules 

consisting of reconstruction blocks [1, 2]. The quality of 

an image could be improved further via reference-based 

image restoration (RefIR) [3, 4, 5] methods, by transferring 

high-quality textures from the reference to the current 

image. Although the RefIR seemed to be a plausible 

solution for 360-degree images to display omnidirectional 

views, successful models needed to establish accurate 

correspondence between the target and the reference 

images. Otherwise, RefIR could not utilize the 

corresponding high-quality textures, and, accordingly, 

the performance was severely degraded as compared with 

the single image restoration methods.  

In this paper, we aim to develop a reference-based 

compression artifacts reduction (RefCAR) network to 

restore the quality of a 360-degree image from the 

compression artifacts, by referring to reliable textures in 

the reference. 

360-degree images contain omnidirectional spatial 

information. When a spherical image is projected into a 

two-dimensional plane, equi-rectangular projection (ERP) 

is commonly used as a de facto standard. Although the 

projection incurs geometric distortion, the previous RefIR 

methods have neglected such the problems. To address 

this issue, we adopt a deformable convolution that is 

suitable to an ERP 360-degree image in the disparity 

estimator. Specifically, the proposed convolution 

adaptively extends the receptive field according to the 

latitude to successfully estimate the large and distorted 

disparity between two ERP images. Moreover, we 

subsequently remove misaligned textures in the warped 

reference feature with an estimated occlusion mask.  

In the following Section 2, we describe the proposed 

network, the training details in Section 3, the experimental 

results in Section 4, and the conclusion in Section5.  
 

2. Proposed Method 

Figure 1 shows an overall architecture of the proposed 
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network. It takes 𝐸𝐿𝑄 , as a low-quality image to be 

enhanced, and 𝐸𝑅𝑒𝑓  , as its reference for the input 360-

degree image and produces 𝐸𝐻𝑄  as the restored high-

quality image for the output. 𝐸𝐿𝑄  and 𝐸𝑅𝑒𝑓   are both 

compressed with various quantization parameters. 

 

 
 

Figure 1 Overview of the proposed RefCAR network, 

including an adaptive disparity estimator and a 

deformable convolution operation.  
 

To estimate the large and distorted disparity 𝐷𝑅→𝐿 in a 

coarse-to-fine manner, we adopt a pyramidal structure 

similar to [6]. In each level, we first generate robust features, 

s𝐿𝑄   and 𝑠𝑅𝑒𝑓  , by conducting a deformable convolution to 

the target feature 𝑓𝐿𝑄   and the reference feature 𝑓𝑅𝑒𝑓  , 

which are the features extracted from the conventional 

convolution layers. Then the correlation between the 𝑠𝐿𝑄 

and 𝑠𝑅𝑒𝑓   is computed to be utilized as a feature of the 

disparity estimator. We align the reference feature to the 

target view by warping 𝑓𝑅𝑒𝑓  to 𝑓𝑅𝑒𝑓  using 𝐷𝑅→𝐿.  

Note that the misaligned textures from the reference 

degrade the performance of RefCAR severely. In this regard, 

we subsequently estimate the occlusion mask 𝑀  to 

adaptively utilize reliable high-quality information from the 

reference and suppress others. 

 

3. Training Details 

    To conduct RefCAR in the ERP domain, we use Unity 

software to simulate 4,356 groups of target and references. 

We also take 251 groups of real 360-degree images using 

Samsung Gear360 in various indoor and outdoor 

environments. Then we adopt HEVC HM16.16 with various 

quantization parameters to generate compressed input. We 

only use Y channel in all experiments. The size of the image 

is 256 × 512  and 512 × 1024  for training and testing, 

respectively.  

We first train the proposed network using all synthetic 

dataset and fine-tune the network with 186 real 360-degree 

images. We use the other 65 real image groups and the ERA 

[8] dataset for testing. For RefCAR, we select appropriate 

full ERP format images from the ERA dataset. 

We train the network with reconstruction loss, 𝐿𝑟𝑒𝑐, and 

warping loss, 𝐿𝑤𝑎𝑟𝑝. We adopt Charbonnier penalty function 

for both loss terms which are computed as follows: 
 

 𝐿𝑟𝑒𝑐 =  √‖𝐸𝐺𝑇 − 𝐸𝐻𝑄‖2 + 𝜌2 (1) 

 
𝐿𝑤𝑎𝑟𝑝 =  √‖𝐸𝐺𝑇 − �̂�𝑅𝑒𝑓 ‖

2
+ 𝜌2 

(2) 

 

where 𝐸𝐺𝑇  and �̂�𝑅𝑒𝑓  are the ground truth and the warped 

reference ERP image, respectively. We set ρ to 0.001. 
 

4. Experimental Results 

We compared the proposed RefCAR method with RDN 

[7] as a state-of-the-art CAR method. We train the RDN with 

the same dataset. In Table 1, the proposed RefCAR is 

denoted by “Ours” and “Ours+” depending on the quality of 

the reference. Specifically, “Ours” utilized a low-quality 

reference image while the quality of the reference in “Our+” 

is relatively high. The proposed method outperforms RDN 

about 0.36 dB on the real dataset when using a high-quality 

reference. The experimental results show that the proposed 

RefCAR not only achieved better quantitative results but 

also provides visually pleasing results as shown in Figure 2. 
 

Dataset Real dataset 

Method PSNR SSIM WS-PSNR 

HEVC 30.80 0.848 27.41 

RDN [7] 31.08 0.854 28.74 

Ours 31.29 0.859 29.70 

Ours+ 31.44 0.862 30.46 

Dataset ERA [8] dataset 

Method PSNR SSIM WS-PSNR 

HEVC 30.93 0.852 28.70 

RDN [7] 31.12 0.856 29.54 

Ours 31.24 0.859 30.16 

Ours+ 31.47 0.866 31.28 

 

Table 1 Quantitative comparison with RDN [7] on real 

and ERA dataset. 
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Figure 2 Qualitative comparison with RDN [7] on real dataset. 

 

5. Conclusions 

In this paper, we presented a reference-based 

compression artifact reduction algorithm for 360-degree 

images. The deformable convolutions generate robust 

features in the disparity estimator to search large and 

distorted disparity between the ERPs. Then we estimate the 

occlusion mask using convolutional layers to remove 

unreliable textures in the warped reference feature and 

improve the performance. The experimental results 

demonstrated that the proposed algorithm provides 

superior performance to the state-of-the-art restoration 

method.  
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