Through this research, the rating data of shops were analyzed. The model was designed for discrete multiple classification as to the corresponding data, and the following experiments were initiated to observe the learned machine. By comparing each benchmarks in the experiments, which contains different setting variables for the machine model, the hit ratio was measured which indicates how much it is matched with the expected label. By analyzing those results from each benchmarks, the model was redesigned one time during the research and the effects of each setting variables on this machine were clarified. Furthermore, the research result left the future works, which are related with how the learning could be improved and what should be designed in the further research.

Ⅰ. Introduction

In recent years, the machine learning area has grown up significantly [1]. This year, Turing awards were awarded to AI researchers, who pioneered neural network in machine learning, which became fundamental parts in modern AI research projects. This paper addresses the basic parts and flows in machine learning to tackle a simple shop recommendation algorithm by ‘supervised learning’. All the used code for this paper could be found in the Github page [5].

During the past decades, the interest on pets has increased. Many families started to adopt pets as members in the family and it was also not exceptional to my family. That is the background how the desire to make recommendation service for pets and pet owners came out. Pet owners would get recommendation from the app where they go with their pets. Since human has had some obvious mistakes in real learning, training machine with plenty of data and observing the result from the learning are also worthy simulation activity compared with human. That is how machine learning was adopted for this motivation.

To achieve this purpose, the idea was outlined to fill the gap between the technical side in tensorflow and the motivation for pets. ‘Supervised Learning’ was chosen to train the model because Supervised Learning is the fundamental part of machine learning. In addition, the logic to train was also simplified as choosing highest rating among rates for each shop. In this research, each shops represent a virtual pet-shop and giving rating activity for each shop was replaced by generating data in a programming way. Eventually, the model would be able to give recommendation for the pet owner in the application. For the further research, the recommendation algorithm could be advanced referring human choice mechanism.

Ⅱ. General Features

There are three major parts in this application, data, model and visualization, which is supported by ‘tfjs-vis’ library, as seen in Figure 1. As it mentioned before, the data was generated in this application, and it would be updated from the real data in the further project. The model consists of 4 layers, including
input and output layers. The weight would be updated among the hidden states in each layer. The visualization part shows the progress in training and allows us to compare the performance of the model. Measuring how good the model is, is important to set a plan to move forward.

Data was generated randomly. One data consists of several sets of the element, and one element consists of the number of shops of randomly generated number and the index which contains highest number. For example, if the number of shops is 5, and the randomly generated numbers are [1.5, 2.8, 5.8, 3.7, 7.4], the matched element will be [1.5, 2.8, 5.8, 3.7, 7.4, 4]. The index was calculated, starting from 0.

Model has 3 layers in this application. The layer could be added if it is necessary, but I fixed the number as 3. First layer gets input data which consists of the given amounts of elements that each element consists of the given randomly generated numbers. And it passes next calculated values to the second layer after getting them through the 20 hidden units. The second layer receives those values from the first layer and gets them through 18 hidden units to the next layer. The third, last layer produces the last output data in the form of [batch size, and the number of shops].

Batch size is the number of elements, which are trained together. For example, if the data has 500 elements in total, the training could be done in 500 iterations with 1 batch size. Or if the batch size is 10, 50 iterations are needed for one epoch time.

Epoch is the count of period which is when an entire data is moved forward and backward through the neural network only once. For example, if the training set has 500 elements, epoch means that the period time which moves all elements forward and get one time backward through the neural network.

Iteration is the number of batches in each epoch. For example, if batch size is 10 and 500 is the total number of elements, the number of batches is 50. The model should iterate 50 times for each training data in one epoch.

Neural Network is an interconnected assembly of simple processing elements, units or nodes, whose functionality is loosely based on the animal neuron. The processing ability of the network is stored in the interunit connection strengths, or weights, obtained by a process of adaptation to, or learning from, a set of training patterns. In other words, in computer science, neural network usually contains several layers which also consist of several nodes, which called ‘units’ or ‘nodes’. 

III. The Proposed Schemes
To overcome the limit in first model, the second model used the number of shops for the number of output nodes as seen in Figure 3. The model would increase the number of output nodes as the number of shops increases. In the above example, instead producing \([3]\) per the suggested element, \([0,0,0,1,0]\) was set for the label output. Since \([0-1]\) is in normalized range of values, this label output format was much better than the first one. By changing the label output format in the model, the model could be trained as expected.

### IV. Implementation

```javascript
async function run() {
  const numShops = 5;
  const numElements = 500;
  const range = 10;
  const data = generateData(range,numShops,numElements);

  //Convert the data to a tensor form we can use for training.
  const tensorData = convertToTensor(data,numShops);
  const {inputs, labels} = tensorData;

  //Print the status of models
  tfvis.show.modelSummary({name: 'Model Summary'}, model);
  await trainModel(model, inputs, labels);

  //Test the model
  testModel(model, data, tensorData,numShops, numDatas);
}
```

Fig. 5, last part of the run function in index.js

### V. Experiments and Analysis

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>B: Batch Size</th>
<th>Ep: Epochs</th>
<th>S: the number of Shops</th>
<th>D: the number of Elements</th>
<th>R: Range of each rating</th>
<th>H: Hit ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Primary)</td>
<td>10</td>
<td>200</td>
<td>5</td>
<td>500</td>
<td>10</td>
<td>91.4</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>200</td>
<td>3</td>
<td>500</td>
<td>10</td>
<td>98.6</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>200</td>
<td>5</td>
<td>500</td>
<td>10</td>
<td>85.2</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>200</td>
<td>5</td>
<td>200</td>
<td>10</td>
<td>87.5</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>100</td>
<td>5</td>
<td>500</td>
<td>10</td>
<td>91.2</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>200</td>
<td>5</td>
<td>500</td>
<td>100</td>
<td>91.0</td>
</tr>
</tbody>
</table>

Several experiments were performed in each benchmark settings as seen in Table 1. The benchmark 1 would be the primary one to be compared with others. Other benchmarks were set to have different values in each variable, such as Batch Size, Epochs, etc. Hit ratio was calculated as the matched number out of total tested number, such as 450 out of 500 per the same testing data.
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Fig. 6. Compare the expected result data and the predicted result data based on the benchmark 1
VI. Future Works and Conclusions

Comparing benchmark 1 and benchmark 2, there is a tendency that the performance is reduced when the number of classes increases. When the model was tested with 10 classes without changing any other settings, the hit ratio was reduced to 58.2%. To avoid underfitting, an increase of the number of elements was tried. As a result, the hit ratio was back up to 67.8%. But this model is still not good enough to be used as a reliable model with the increased number of classes. The other model or benchmark should be suggested to get better performance.

Through this research, the general and fundamental parts of supervised learning were addressed and learned. For the same logic, the machine could be trained better or not depending on how the model was designed for the given data. We could assume that the role of excellent Data scientist would be analyzing raw data well and transforming the data into well-trainable data for the model. By analyzing data and modifying the model, this research could be done as expected. For further research, the new benchmark and model should be addressed.
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