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요   약 
 

We propose a novel high dynamic range (HDR) video synthesis algorithm from alternatively exposed low 

dynamic range (LDR) videos. We first estimate correspondences between input fames using an illumination 

invariant descriptor. Then, we synthesize an HDR frame with the weights computed to maximize detail 

preservation in the output HDR frame. Experimental results demonstrate that the proposed algorithm provides 

high-quality HDR videos without noticeable artifacts. 

 

1. 서론 
 

Recent advances in digital imaging technology have 

enabled a variety of devices, including smartphones, to 

capture high-resolution images. However, common digital 

cameras can only capture images with significantly lower 

dynamic range than real scenes have [1]. While specially 

designed cameras can capture such high dynamic range (HDR) 

image, they are too expensive to be employed in consumer 

devices. Instead, software-based algorithms have been 

developed to synthesize an HDR image from multiple images 

taken with different exposure times [2]. 

In spite of recent progress in HDR still imaging, it still 

remains a significant challenge to capture HDR videos from 

conventional devices. This is because the motions between 

successive frames bring severe artifacts, degrading the 

qualities of the synthesized HDR frames. Several attempts 

have been made to address such problems in HDR video 

synthesis. The most practical technique is to capture 

alternating (long and short) exposures for every frame and 

then merge them using a correspondence estimation algorithm. 

For instance, Kang et al. [3] employed optical flow to estimate 

the correspondences between frames. Kalantari et al. [4] 

employed a patch-based correspondence estimation as well 

as optical flow, but its computational complexity is too high to 

be used in practical applications. 

In this work, we propose a novel HDR video synthesis 

algorithm by addressing the motion problem between two 

adjacent frames by employing the dense adaptive self-

correlation (DASC) [6] as feature descriptor, which it is 

robust to exposure variations. Experimental results show that 

the proposed algorithm provides higher synthesis qualities 

than the conventional algorithms [3]-[5].  

 

 

2. 제안하는 기법 
 

The most common approach to HDR video synthesis is to 

capture LDR frames with alternating exposures and then 

merge them to obtain the final HDR frame [3]-[5]. However, 

the quality of the synthesized HDR frame is affected by the 

accuracy of correspondence estimation between consecutive 

frames. In this work, we employ the DASC for feature 

descriptor [6]. The DASC Dn(x, y) at pixel location (𝑥, 𝑦) in 

the 𝑛 th frame is defined as a series of an adaptive self-

correlation similarity for patches and a randomized receptive 

field pooling within a local support window. 

Note that the input frames contain over- and/or under-

exposed regions, where each pixel contains unreliable 

information. We first measure the reliability of the pixel value 

𝐼𝑛(𝑥, 𝑦) in the 𝑛th frame using the contrast weight 

 𝑐𝑛(𝑥, 𝑦) = {
1,  if 𝐼th < 𝐼𝑛(𝑥, 𝑦) < 255 − 𝐼th

0,  otherwise
 (1) 

where 𝐼th is the threshold value.  

To synthesize the 𝑛 th HDR frame, accurate motions 

between the (𝑛 − 1)th and (𝑛 + 1)th frames to the 𝑛th frame 

should be estimated. However, when a pixel in the 𝑛th frame 

is poorly exposed, i.e., 𝑐𝑛(𝑥, 𝑦) = 0, we fail to estimate an 

accurate correspondence. To address this problem, we 

propose an accurate motion estimation algorithm for poorly 

  
  

This work was supported by the National Research Foundation of Korea 

(NRF) grant funded by the Korea government (MSIP) (No. NRF-

2016R1C1B2010319). 

83



2017년 한국방송·미디어공학회 하계학술대회 

exposed regions using the (𝑛 − 1)th and (𝑛 + 1)th frames. 

Specifically, let 𝐷(𝑥, 𝑦) = ‖𝐷𝑛−1(𝑥 − 𝑣𝑥, 𝑦 − 𝑣𝑦) − 𝐷𝑛+1(𝑥 +

𝑣𝑥, 𝑦 + 𝑣𝑦)‖  and 𝛻𝐼(𝑥, 𝑦) = ‖𝛻𝐼𝑛−1(𝑥 − 𝑣𝑥, 𝑦 − 𝑣𝑦) −

𝛻𝐼𝑛+1(𝑥 + 𝑣𝑥, 𝑦 + 𝑣𝑦)‖  denote the Euclidean distances 

between two descriptors and gradients, respectively, for 

corresponding pixels in frames (𝑛 − 1)  and (𝑛 + 1) 

described by the motion vector (𝑣𝑥, 𝑣𝑦). Then, we find the 

optimal motion vector (𝑣𝑥, 𝑣𝑦) by minimizing 

 𝐸(𝑣𝑥, 𝑣𝑦) = ∑ 𝛼 × 𝐷(𝑥, 𝑦)2 + 𝛽 × 𝛻𝐼(𝑥, 𝑦)2

(𝑥,𝑦)∈𝑊

 (2) 

where 𝛼 and 𝛽 are weighting coefficients, and 𝑊 denotes a 

set of the neighboring pixels. 

Although we estimate correspondences that minimize (2), 

they may not be accurate. Therefore, in addition to contrast 

weight in (1), we measure the reliability of a motion vectors 

for the 𝑛 th frame at each pixel location. Let 𝐷′(𝑥, 𝑦) =

‖𝐷𝑛−1(𝑥 − 𝑣𝑥, 𝑦 − 𝑣𝑦) − 𝐷𝑛(𝑥, 𝑦)‖  denote the Euclidean 

distance between two descriptors for corresponding pixels in 

frame 𝑛 and 𝑛 − 1. Then, the pixel reliability is defined as 

 𝑟𝑛(𝑥, 𝑦) = exp (−
𝐷′(𝑥, 𝑦)2

𝑝(𝐼𝑛(𝑥, 𝑦))
) (1) 

where 𝑝(⋅) is the weighting function that has the peak value 

at the middle of pixel value range [2].  

Then, the weight for each pixel in the 𝑛 th frame is 

computed by multiplying two weight terms, given by 

 𝑤𝑛(𝑥, 𝑦) = 𝑐𝑛(𝑥, 𝑦) × 𝑟𝑛(𝑥, 𝑦). (2) 

Finally, we synthesize the HDR frame by weighted averaging 

the irradiance map for each frame by 

 ℎ(𝑥, 𝑦) = ∑ 𝑤𝑛(𝑥, 𝑦) × 𝑓(𝐼𝑛(𝑥, 𝑦))

𝑁

𝑛=1

 (3) 

where ℎ(𝑥, 𝑦) is the HDR radiance value at pixel (𝑥, 𝑦) and 

𝑓 denotes the camera response function [2]. 

 

 

3. 실험 결과 
 

We evaluate the performance of the proposed HDR video 

synthesis algorithm on an alternatively exposed LDR dataset 

in Fig. 1. The parameter 𝐼th in (1) is fixed to 25, and 𝛼 and 

𝛽 in (2) are set to 0.4 and 0.6, respectively. 

Fig. 1 compares the synthesized results of the 

ThrowingTowel sequence obtained by Kang et al.’s 

algorithm [3], Kalantari et al.’s algorithm [4], and Mangiat and 

Gibson’s algorithm [5]. In Fig. 1(a), since Kang et al.’s 

algorithm fails to estimate accurate correspondences in 

poorly-exposed regions, it causes missing pixels on the fast 

moving objects, e.g., the towel. Mangiat and Gibson’s 

algorithm in Fig. 1(b) synthesizes an HDR image without 

missing pixel, but provides blurring artifacts. In Fig. 1(c), 

Kalantari et al.’s algorithm provides higher synthesis quality, 

but it still yields missing pixels on the moving objects. On the 

contrary, the proposed algorithm in Fig. 1(d) provides the best 

synthesis quality, since we find accurate motions between 

input frames, especially in poorly-exposed regions. 

 

 

4. 결론 
 

We proposed a novel algorithm to synthesize HDR videos 

from alternatively exposed LDR frames. We estimated motion 

vectors between two input frames with different exposures by 

employing the DASC feature descriptor, and then warped them 

to the reference frame. Then, we synthesized high-quality 

HDR frames by merging with the weights computed from two 

reliability measures. Experimental results showed that the 

proposed algorithm can obtain high-quality HDR video 

sequences. 
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(a) (b) 

  
(c) (d) 

Fig. 1. HDR video synthesis results of the ThrowingTowel 
sequence by (a) Kang et al.’s algorithm [3], (b) Mangiat and 

Gibson’s algorithm[5], (c) Kalantari et al.’s algorithm[4], 

and (d) the proposed algorithm. 
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