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Abstract

Multiple-input multiple-output (MIMO) systems assisted by multi-relays with single antenna are considered. Signal
transmission consists of two hops. In the first hop, the source node broadcasts the vector symbols to all relays, then all relays
forward the received signals multiplied by each power gain to the destination simultaneously. Unlike the case of full cooperation
between relays such as single relay with multiple antennas,in our case there is no closed form solution for optimal relay
power gain with respect to minimum mean square error (MMSE).Thus we propose an alternative approach in which we use an
approximation of the cost function based on rank-one matrixdecomposition. As a cost function, we choose the trace of MSE
matrix. We give several simulation results to validate thatour proposed method obtains a negligible performance loss compared
to optimal solution obtained by exhaustive search.

I. I NTRODUCTION

Cooperative relay schemes for the wireless networks have
received considerable attention because they give us a cheap
coverage extension and increase the reliability of transmission
through diversity increasing [1]–[3]. However the most previ-
ous works focus on the system model in which each node
has single antenna. Well known techniques, multiple-input
multiple-output (MIMO) [4], have been recently combined
with relay networks in the distributed manner in order to
increase the throughput and/or reliability further [5] [6].

As a first coupling between two techniques, many papers
considered three node scenario for which each node has
multiple antennas. In [7] [8], authors consider the optimization
problems for relay processing matrix to maximize the overall
capacity. On the other hand, relay strategies have been studied
in terms of mean square error (MSE) in [9] [10]. In [11],
the systems for which each node has single antenna but
there are multiple relay nodes were investigated. Then as
a further extension, the network with multiple relay nodes
having multiple antennas was considered in [12], [13].

One point to notice in previously mentioned papers is that
authors assumed that each relay node can know the received
signal of all the other relays even though there are multiple
relay nodes. This means that relay nodes can work in a fully
cooperative manner. In fact, this is the same as single relay
case with the number of antennas which are the sum of all
relay antennas. To the best of our knowledge, there are no
related results for separate multiple relays with single antenna
while the source and destination have multiple antennas. This
is a more practical scenario since the relay nodes should be
as possible as simple. Therefore in this paper we consider
this system setup. We will show that there is no closed form
solution with respect to the cost function such as MSE. Then
we will propose an alternative approach based on rank-one
matrix decomposition.

The remainder of the paper is organized as follows. In
Section II, we describe the problem formulation with respect
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to MSE, then propose an alternative relay selection scheme
instead of exhaustive search for optimal relay power gain.
Simulation results are given in Section III to validate our
proposed scheme. Finally we provide the conclusion in Section
IV. Notation: The complex transposition of a matrix is denoted
by (·)∗. Also thetr(·) anddet(·) are the trace and determinant
of a matrix.

II. PROBLEM FORMULATION & PROPOSEDAPPROACH

The source node and destination node have theM transmit
antennas andN receive antennas respectively. In network there
areR relays with single antenna. First the source broadcasts
the M symbols to the all relays, then each relay multiplies
the received noisy signal with a powr gain. After that, all
relays transmit these signals to the destination simultaneously.
Equivalent discrete time signal model can be summarized as
follows,

ys =

√

Es

M
Hss+ vs

yt =

√

Es

M
HtFHss+HtFvs + vt , Hs+ n (1)

wheres is (M × 1) the transmitted vector signal from source
node with covariance matrixRs, andys (R×1) andyt (N×1)
denote the received signal at the relays and destination.Es

is the average transmit power, andHs and Ht are the size
(R ×M ) and (N × R) channel coefficient matrices from the
source to the relay and from the relay to the destination, which
have independent and complex Gaussian distributed elements
with zero mean and unit variance, i.e., Rayleigh fading.vs
and vt are additive complex Gaussian noise with covariance
matricesRvs andRvt andF is diagonal matrix with each relay
power gain.H =

√

Es/MHtFHs is the equivalent channel
matrix, n = HtFvs + vt is compounded noise vector with
Rn = Rvt +HtFRvsF

∗H∗

t
.

Problem Formulation:

minimize MSE(F )

subject to ||Fys||
2 ≤ Er (2)

where optimization parameter isF and cost function is ‘MSE’.
Inequality constraint limits the total power of all relays to Er.
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We assume that the destination knows the full CSI and solves
this optimization problem, then feeds back the gain parameters
to the relays.

If F is once assigned, MMSE equalizer at the destination
is given as follows

Gmmse = (R−1

s +H∗R−1

n H)−1H∗R−1

n (3)

By using orthogonality principle between error signal(s− ŝ)
and input signal to equalizer(yt), MSE matrixK is obtained
as follows

K = (R−1

s +H∗R−1

n H)−1

=

(

R−1

s +
Es

M
H∗

sF
∗H∗

t (Rvt +HtFRvsF
∗H∗

t )
−1HtFHs

)−1

(4)

Therefore the cost function in terms of MSE istr(K) and the
inequality constraint istr

(

Es

M
FHsRsH

∗

s
F ∗ + FRvsF

∗

)

≤

Er.
We can use this trace function as an upperbound of bit

error ratio (BER) as will be shown. Since BER is completely
nonlinear function and depends on the decoding schemes, the
optimization in terms of BER is known to be usually difficult.
Thus we can also use MSE as error rate performance criterion
instead of BER.

When we use MMSE equalizer as a demodulation step,
signal-to-interference and noise ratio (SINR) ofi-th transmit-
ted stream is related with MSE matrixK asSINRi =

1

Kii

−1
where Kii denotes thei-th diagonal element which is a
positive real due to the positive definite property ofK matrix.
Let error rate function atSINRi to Pe(SINRi). Then the
upperbound of overall error rate can be given by

Pe =
1

M

M
∑

i=1

Pe(SINRi) =
1

M

M
∑

i=1

Pe

(

1

Kii

− 1

)

≤ Pe

(

1

tr(K)
− 1

)

(5)

where we useKii ≤ tr(K) and monotonically decreasing
property of error rate function as the SINR increases.

Minimizing the MSE overF turns out to be really non-
linear optimization problem which should be conquered by
only numerical search. To solve this barrier, we will use
an alternative approach. From now we use the assumption
which is usually used in the literature. Each source signal
is uncorrelated and normalized, i.e.,Rs = IM , and noise
variance matrices are also normalized, i.e.,Rvs = IR and
Rvt = IN . A positive semidefinite matrixH∗R−1

n
H has

nonnegative real eigenvalues. ThusK = (I + H∗R−1

n H)−1

is a positive definite matrix and has positive real eigenvalues.
This means that the trace is also real and positive for any
complexF .

We decompose the matrix products inK matrix into the
sum of rank-one matrices. That is given by (6) (See the top of
next page) whereA =

∑L

i=1
fihtihsi andB =

∑L

i=1
f2

i
htih

∗

ti

for L < R assumingfi for L+1 ≤ i ≤ R are very small and
fi is a i-th diagonal element ofF , hti is i-th column of Ht

andhsi is i-th row of Hs. ε1E1 andε2E2 denote the sum of
remainder rank-one matrices. In this case we can approximate
the original cost function as follows

tr(K) ≃ tr

(

(

I +
Es

M
A∗(I +B)−1A

)−1
)

(7)

Now we will use this approximation as the cost function. In
fact, this is the more constrained minimization problem for

which the additional constraints arefi = 0 for L+1 ≤ i ≤ R.
In this case,fi for 1 ≤ i ≤ L should be readjusted to
fully satisfy the original constraint. However this has still the
same difficulty as the original optimization even though the
searching dimensions for solution are reduced. That is, we
should also resort to numerical method in order to find a
solution of new problem. Instead, we choose the alternative
approach which searches the number of relays to approximate
the original cost function together with simply computable
method for the relay power gains. As a simple method, we
will use the conventional method for the relay gains which
only depend on backward channel (from the source to relays).
This reduces the amount of feedback information since we
need only feed back the 1-bit information which relays are
selected to each relay instead of the gain values itself. Using
this alternative approach,

min
fi∈R

tr(K) . min
1≤L≤R

tr

(

(

I +
Es

M
A′∗(I +B′)−1A′

)−1
)

where A′ =
L
∑

i=1

gihtihsi, B
′ =

L
∑

i=1

g2i htih
∗
ti, gi =

√

Er/L

||hsi||2 + 1

(8)

wheregi for 1 ≤ i ≤ L are selected to satisfy the constraint
with equality. As will be shown in simulation results, even if
we use this alternative approach on the optimum cost values,
the proposed method can achieve the very similar performance
compared to optimal solution case.

III. S IMULATION RESULTS

In this section we verify our derivation with numerical
methods. For the comparison, we include the performance of
conventional relay power gain. Legend ‘Conventional’ denotes
that all the relays are used and the relay gain matrix

FConv =

√

Er

R

(

diag(HsH
∗
s ) + I

)− 1

2

(9)

‘Exhaustive Search’ means that optimal power gains are
founded by numerical method. ‘Exhaustive Search’ require the
power gains of all relays to be fed back which are very large
amount. ‘Conventional’ need not feed back any information.
Even if the proposed method is required to feed back the
information which relays are selected, the total amount of
feedback information is less thanR bits which are very small
compared with ‘Exhaustive Search’. In the case of ‘Exhaustive
Search’, if we useX bits for quantization of each real power
gain value, the total bits areRX which may be very large
when using fine quantization, i.e., largeX . Additionally these
may also include the quantization error in the practical system.
In all simulations, we assume that the total power of all relays
is the same asEr = Es, the number of relays and transmit
antennas are eight and two respectively.

Fig. 1 and Fig. 2 show the MSE performances as the
SNR increases. SNR is defined asEs/N0 with N0 = 1
for convenience. We can notice that our proposed methods
are working very well compared to optimal solution. In fact
the proposed methods are using power gain similar to ‘Con-
ventional’ but only subset of relays are used. Therefore we
can know from this results that the performance gap between
optimal ‘Exhaustive Search’ and ’Conventional’ shrinks by
selection process. When we increase the number of destination
antennas, this performance gap shrinks more and the proposed
method is almost same as optimal case. This phenomenon
shows that the larger number of receiver antennas there are,
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K =

(

I +
Es

M
H∗

sF
∗H∗

t (I +HtFF ∗H∗
t )

−1HtFHs

)−1

=



I +
Es

M

(

R
∑

i=1

fihtihsi

)∗(

I +

R
∑

i=1

f2

i htih
∗
ti

)−1( R
∑

i=1

fihtihsi

)





−1

=

(

I +
Es

M
(A+ ε1E1)

∗(I +B + ε2E2)
−1(A+ ε1E1)

)−1

(6)

the more compensation of loss can be achieved by using the
proposed method.

Fig.3 shows the comparison of BER performances. Solid
lines denotesN = 4 and dashed lines denotesN = 2. For
BER performance, we use MMSE receiver and previous relay
power gains. As mentioned, this is not BER optimal but can
give upperbound of BER for MMSE receiver. From figure, we
can notice that the proposed methods significantly increasethe
performance than ‘Conventional’ using (9).

IV. CONCLUSIONS

In this paper we propose an alternative approach for relay
power gains in the network of the multiple relays with single
antenna by using the approximation of cost function, i.e., trace
of MSE matrix. Through several simulations, we can know
that the proposed method for relay power gains works well in
terms of MSE and BER. Our proposed method is based on the
relay selection together with conventional simple power gain
for each relay.
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Fig. 1. Mean square error (MSE) vs. SNR,M = 2, R = 8, N = 2
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Fig. 2. Mean square error (MSE) vs. SNR,M = 2, R = 8, N = 4
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Fig. 3. Probability of a bit error vs. SNR
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