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Abstract

Mahalanobis Taguchi System (MTS) is a pattern information technology, which

has been used in different diagnostic applications to make quantitative decisions by

constructing a multivariative measurement scale using data analytic methods. In

MTS approach, Mahalanobis distance (MD) is used to measure the degree of

abnormality of patterns and principles of Taguchi methods are used to evaluate

accuracy of predictions based on the scale constructed. The advantage of MD is

that it takes into consideration the correlations between the variables and this

consideration is very important in pattern analysis. The purpose of this study is

constructing admission diagnosis system and define the effect of admission

requirements for student's academic accomplishment.
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1. Introduction

In this research, the use of Mahalanobis Distance methodology is preferred over

other classical statistical approaches for the following reasons. First, MD considers

the variance and covariance of the measured variables rather than just the average

value. It weights the differences by the variability range in the sample point

direction. This accounts for natural variation within a set. Second, it also accounts

for the ranges of acceptability between the variables. It compensates for the

interactions between variables. This is useful since most systems are not comprised

of independent variables rather systems of dependent variables impacting the

system performance. Also, it calculates distances in units of standard deviation from

the group mean. By using standard deviation, the attribute under consideration is

given in the original units, which relates the results to the original data.

At this study, the requirements for raduate admission consists of three variables

including GPA (X1), SAT (X2), and SAT – Math (X3). These characteristics and

their designated variable notations are shown in <Table 1>

<Table 1> University Admission Variables

Variable Characteristic

X1 Grade Point Average (GPA)

X2 SAT

X3 SAT - Math

The Normal Group consists of University Admission scores for successful

graduates. We define the normal group with fifteen samples (n = 15) and three

variables (k = 3) as shown in <Table 2>
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<Table 2> Normal Group Data

GPA(X1) SAT (X2) SAT-MATH(X3)

1 3.0 1010 670

2 2.9 990 428

3 3.2 1035 712

4 2.8 980 546

5 3.9 1310 677

6 3.2 990 650

7 2.8 965 646

8 3.7 1380 715

9 3.4 1300 645

10 3.2 1205 645

11 2.6 895 490

12 3.1 950 555

13 3.6 1110 520

14 2.7 1045 625

15 3.7 1235 690

2. Generalization of Data

2.1 Calculate the mean

The mean for each characteristic in the normal group of this data is calculate

as:
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2.2 Calculate the standard deviation

The standard deviation for each characteristic in the normal group is calculated.

In the literature for this example, the standard deviation calculation for a population

is used although the number of samples is relatively small. This example will also

use the standard deviation equation for a population to remain consistent with the

literature.
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2.3 Normalize the Data

The next step in the Mahalanobis-Taguchi System is to normalize the data from

the normal group.
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2.4 Calculate the Mean of the Normalized data

By normalizing the data, the mean for each characteristic in the normal group is

now the zero point. This is illustrated in Table 3.3 where the mean for all normal

group characteristics is equal to zero.
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2.5 Calculate the Standard Deviation of the Normalized Data

The standard deviation of the normalized data for each characteristic in the

normal group is one. This is shown in Table 3.3 in which the standard deviation

for all characteristics is equal to 1.0.
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2.6 Calcualate the Correlation matrix for the Normalized Values

The correlation matrix for the normalized values, which gives the correlation

coefficient between the variables, is calculated below.
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2.7 Calculate the inverse of the Correlation matrix

The next step in MTS is to calculate the inverse of the correlation matrix.

2.8 Calculate W Values

The W values are calculated by multiplying the matrix of the normalized data

by the inverse of the correlation matrix (A-1).

1-= ZAWi (7)

3. Mahalanobis Space for Normal Group

3.1 Calculate MD for the Normal Group

Mahalanobis Distance is calculated for each sample in the normal group. The

D2calculationtreatsthisasavectormultiplication.
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The MD for the normal group is given in Table 3.8. The test group is any

group of data that is unknown if it is normal or abnormal. It is compared to the

normal group MD to determine the degree of abnormality.
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<Table 3> Abnormal Group data

GPA (X1) SAT (X2) SAT-Math (X3)

1 2.40 1210 540

2 1.80 765 280

3 0.90 540 280

4 3.60 990 230

5 2.10 930 480

6 2.60 1140 530

<Table 4> MD of Normal

MD

1 0.576

2 1.825

3 1.102

4 0.401

5 1.137

6 0.865

7 0.712

8 1.355

9 1.123

10 0.572

11 1.109

12 0.703

13 1.799

14 1.150

15 0.661

3.2 Calculate Z value for the Test Group

The Z values for the test group are calculated using the mean and standard

deviation from the normal group.
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3.3 Calculate W value for the test Group

The next step in MTS is to calculate the W values for the test group by

multiplying the matrix of normalized data from the test group by the inverse of

the correlation matrix from the normal group.
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1-= ZAWi (12)

3.4 Calculate MD for the test group

D2 is calculated for the test group by multiplying the Wvalues by the

normalized values.
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<Table 5> MD of Abnormal

MD

1 8.640

2 8.292

3 14.498

4 12.232

5 3.991

6 4.598

A comparison of normal group MD and test group MD is given in Figure 3.1.

The bar chart illustrates the significant difference in MD values between the

normal and test group.
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<Figure 1> MD of Normal and Abnormal Case
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4. Optimization of the System

4.1 Apply Orthogonal Array

The orthogonal array is selected based on the number of factors and number of

levels. In this case, a 23 (2levels–3factors)orthogonal arrayw as used to determine

the number of runs. The general guidelines published [8] based on the number of

factors and levels are used to determine the appropriate OA. A three factor – two

level experiment is used to optimize the system following an L8 orthogonal array.

The three factors include GPA (X1), SAT (X2), and SAT-Math (X3). The two

levels are include and exclude. Include means to use the factor to construct the

space and exclude means to ignore and not use the factor to construct the space.

This shows the effect of each factor on MD. For example, in the run (1, 1, 2)

only the factors GPA and SAT are used. The third factor SAT-Math is not

included in the MD calculation and only two variables are considered.

4.2 Evaluation Matrix

Since dynamic signal-to-noise ratios are utilized, an evaluation matrix is

constructed to assign levels to the input signals. These inputs values or severity

levels, Mi,are generally assigned arbitrarily. Larger values of Mi indicate a greater

degree of abnormality. The M values are levels of the signal factor that span the

range of expected values. The relationship between the input signals (M) and the

output (y) is given by equation (16).

ii My b= (14)

MDyi = , (15)

β is the slope, and Mi is the working mean of the ith class.

There need to be at least three levels of the signal factors to show curvature or

nonlinearity. The signal levels are chosen to span reasonable range for the signal

factors. Typically one is near (but not on) the lower limit, one is at the target,

and one is near (but not on) the upper limit. The M values selected in this case

study are shown in <Table 6>
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<Table 6> Evaluation Matrix

Point Evaluation Sample

M1 10 Not so Bad 5,6

M2 20 Poor 1,2

M3 30 Very Poor 3,4

4.3 Calculate the Dynamic Signal to Noise Ratio

The signal-to-noise ratio is calculated using the dynamic signal-to-noise

equation.

  log



  

(16)

Where,

ST= total sum of square
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r=sum of square due to input signal
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Sβ=sum of square due to slope
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Se=error sum of square

     (20)

Ve=error variance

  


(21)

4.4 Determine the Factor Effects Using the Dynamic S/N ratio

The next step in applying MTS is to determine the factor effects using the

Dynamic S/N ratio. This calculation is performed for the two factor levels. For

example, the effect for a factor at the high level is calculated by adding the S/N

ratios for that factor at the high levels and dividing by the number of runs that
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factor is at the high level.

1
1
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A

A å=
(22)

The next step is to express the functionality of the system in terms of S/N

ratios using the gain calculation. The S/N ratio gain indicates the functionality

improvement in the system. The S/N ratio gain is measured in decibels (dB). The

gain is calculated by subtracting the S/N values for an attribute at the level 2

from the level 1 in the orthogonal array. Using the dynamic signal-to-noise ratio,

all characteristics have positive gains as shown in Figure 3.6. Therefore, it is

determined that it is better to include all three characteristics.

5. Conclusion

At this research, the relrationship between university admission requirement and

student's perfomance at the university compared using Mahalanobis Taguchi

System. MTS can be used as a diagnosis tool such as who can successful at the

university or not. With optimization precess, all of three entrance requirement

factors are effective for evaluation for student's academic performance.
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