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#### Abstract

Generally, algorithms for generating disparity maps can be clssified into two categories: region-based method and feature-based method. The main focus of this research is to generate a disparity map with an accuracy depth information for 3 -dimensional reconstructing. Basically, the region-based method and the feature-based method are simultaneously included in the proposed algorithm, so that the existing problems including false matching and occlusion can be effectively solved. As a region-based method, regions of false matching are extracted by the proposed MMAD(Modified Mean of Absolute Differences) algorithm which is a modification of the existing MAD(Mean of Absolute Differences) algorithm. As a feature-based method, the proposed method eliminates false matching errors by calculating the vector with SIFT and compensates the occluded regions by using a pair of adjacent SIFT matching points, so that the errors are reduced and the disparity map becomes more accurate.
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## 1. INTRODUCTION

Recently, many researchers are actively studying on the reconstruction of a 3-dimensional image using acquired 2dimensional images from a stereo camera. The artificial 3dimensional reconstruction for real-life environment is weakness that model creation is not realistic. But the virtual environment experience plays an important role in feeling a virtual reality.
In this paper, we propose an efficient method to generate a correct disparity map for a 3 -dimensional reconstruction. Generally, algorithms[1] for generating disparity maps can be classified into two categories: region-based method[2] and feature-based method[3]. The proposed method uses a region based similarity measurement as a basis matching technique and improves correctness using characteristic method based on the extracted matching points from SIFT[4]. In order to automatically establish scan area for matching between two disparity maps, we extract a pair of matching points with the minimum and maximum value from SIFT. We can reduce the amount of calculation about useless by calculating the specified scan area and can create a sparse disparity map. As a matching method, we use the proposed MMAD algorithm which is a modification of the existing MAD algorithm and the SIFT
feature points robust to changes of image scale and rotation. The proposed method reduces errors about depth information through eliminating false matching errors by calculating the vector with SIFT and compensates the occluded regions by using pair of adjacent SIFT matching points.

## 2. EXTRACTION OF MATCHING PAIR USING SIFT

In order to increase the accuracy of the matching points between stereo images, we extract feature points based on SIFT algorithm which robust to changes of the image scaling and rotating. In this paper, the matching calculation consist of four steps: i) extraction of the matching points by SIFT matching between stereo image, ii) acquisition of the minimum $\left(X_{\min }, Y_{\min }\right)$ and maximum $\left(\mathrm{X}_{\text {max }}, \mathrm{Y}_{\text {max }}\right)$ coordinates from i), iii) decision of the scan range within candidate region acquired from two coordinates, iv) scan of the matching points based on a left image for the scan range from iii). Since a pair of the extracted matching points doesn't always locate in the most outer point, we define $\alpha$ as an error range in Eq. (1) The existing method may calculate the matching point for all the pixels, while the proposed method calculates the partial scan by automatically deciding the scan area.

$$
\begin{array}{ll}
\text { Top } & =\min (\text { matchingPoint } Y)-\alpha \\
\text { Bottom } & =\max (\text { matchingPoint } Y)+\alpha \\
\text { Left } & =\min (\text { matchingPoint } X)-\alpha  \tag{1}\\
\text { Right } & =\max (\text { matchingPoint } X)+\alpha
\end{array}
$$

## 3. PROPOSED ALGORITHM

In order to generate a reliable disparity map, the proposed method which removes the false matching and compensates the occlusion region has procedures as followings.
Step1. Calculate the matching using MMAD which is the minimum cost function.
Step2. Separate the background and object from an image by checking edges.
Step3. Eliminate the false matching by calculating the vector using SIFT.
Step4. Compensate the occlusion regions by using SIFT and edges.

### 3.1 Matching Calculation of MMAD

The methods of the matching calculation are classified into region-based method and feature-based method. In this paper, we propose the algorithm considering both methods. In order to improve the matching accuracy, the proposed matching method uses region-based method for removing errors and utilizes feature-based method for compensating false area.
Region-based similarity decision function is classified into minimum and maximum cost function. The kinds of minimum cost function are $\operatorname{SSD}$ (Sum of Squared Differences)[6,7], SAD(Sum of Absolute Differences) and MAD[6,7], and the ones of maximum cost function are NSSD(Normalized Sum of Squared Differences), NC(Normalized Correlation), NCC(Normalized Cross Correlation), and ZNCC(Zero-mean Normalization Cross Correlation). Maximum cost function has a shortcoming that the processing speed is slow, though has high reliability. Therefore we propose MMAD in Eq. (3) that is modified from MAD in Eq. (2).

$$
\begin{align*}
& \mathrm{C}_{\mathrm{MAD}}(\mathrm{x}, \mathrm{y}, \mathrm{~d})= \\
& \frac{\sum_{\mathrm{n}=\mathrm{y}-\mathrm{L}}^{\mathrm{y}+\mathrm{L}} \sum_{\mathrm{m}=\mathrm{x}-\mathrm{k}}^{\mathrm{x}+\mathrm{K}}\left|\mathrm{I}_{\mathrm{R}}(\mathrm{x}+\mathrm{m}+\mathrm{d}, \mathrm{y}+\mathrm{n})-\mathrm{I}_{\mathrm{L}}(\mathrm{x}+\mathrm{m}, \mathrm{y}+\mathrm{n})\right|}{\mathrm{K} \times \mathrm{L}} \tag{2}
\end{align*}
$$

$$
\begin{align*}
& \mathrm{C}_{\text {MMAD }}= \\
& \frac{\sum_{\mathrm{n}=\mathrm{y}-\mathrm{L}}^{\mathrm{y}+\mathrm{L}} \sum_{\mathrm{m}=\mathrm{x}-\mathrm{K}}^{\mathrm{x}+\mathrm{K}}\left|\left(\mathrm{I}_{\mathrm{R}}(\mathrm{x}+\mathrm{m}+\mathrm{d}, \mathrm{y}+\mathrm{n})-\mu_{\mathrm{r}}\right)-\left(\mathrm{I}_{\mathrm{L}}(\mathrm{x}+\mathrm{m}, \mathrm{y}+\mathrm{n})-\mu_{\mathrm{l}}\right)\right|}{K \times \mathrm{L}} \tag{3}
\end{align*}
$$

- $\mathrm{I}_{\mathrm{R}}$ : right image
- $\mathrm{I}_{\mathrm{L}}$ : left image
- d : disparity range
- $\mathrm{K} \times \mathrm{L}$ : size of window
- $\mu_{1}$ : bright mean of left windows
- $\mu_{r}$ : bright mean of right windows

MMAD basically uses the existing MAD method, but it is applied to the difference between brightness averages ( $\mu_{l}, \mu_{r}$ ) for the scan range of left and right image. Because MMAD is minimum cost function, a pixel with the lowest weight can be selected as a pair of matching points by using Eq.(4)
$d_{\text {MMAD }}(x, y)=\arg \min C_{\text {MMAD }}(x, y, d)$
Because MMAD is based on the correlationship normalized as independent zero-mean for the difference of brightness and the change of contrast, it has a shortcoming that the processing speed is slow. MMAD takes the effect similar to maximum cost function and reduces errors by compensating the difference of lightness for stereo image due to the method applied the normalized correlationship to MAD as minimum cost function. Besides, the proposed method has faster performance speed than existing maximum cost function.


Fig. 1 The condition to classify an image into background and object region
distance $=\sqrt{(\mathrm{Ex} 2-\mathrm{Ex} 1)^{2}}-\sqrt{(\mathrm{Ey} 2-\mathrm{Ey} 1)^{2}}$
threshold $=\left|\begin{array}{c}\max (\text { siftLeftMin, siftRightMin) } \\ -\min (\text { siftLeftMax, siftRightMax) }\end{array}\right|$
thresholdPoint $(\mathrm{x}, \mathrm{y})=\left\{\begin{array}{cc}\text { true } & \text { if threshold } \leq \text { distance } \\ \text { flase } & \text { otherwhise }\end{array}\right.$

### 3.2 Classification of Object and Background

Before compensating occlusion region by false matching, the proposed method examines whether the edges of four directions for all the pixels is existed. If at least one edge isn't existed as shown in the case (1) of Fig. 1, then our method classifies this pixel into background area, else the pixel is classified into object area due to existing at least one edge as shown in the case (2) of Fig. 1.
That is, the proposed method automatically classifies an image into background and object area for matching calculation. This method has an advantage that can reduce the calculation quantity due performing to the matching calculation only for object area except background area.

### 3.3 Error Compensation using SIFT

### 3.3.1 Remove of the False Matching

The proposed MMAD is region-based method and only considers brightness within a window. Accordingly, if there are no corresponding points, the reliability for the matching calculation gets lower because the result of matching is false. In order to remove errors for false matching, we propose the method to decrease the error rate by performing the vector calculation based on SIFT matching pairs and comparing brightness. Among SIFT matching pairs, we extract the matching pairs with minimum and maximum value for x -Axis on a right image in which the scan area is automatically set. The matching calculation has procedures as following: i) scan of all pixels from lefttop to right-bottom within the scan area, ii) comparison of a pixel ( $\mathrm{x}, \mathrm{y}$ ) on a right image with from a pixel ( $\mathrm{x}, \mathrm{y}$ ) to a pixel ( $\mathrm{x}+$ 'disparity range') on a left image, iii) calculation of the vector for the extracted SIFT matching pairs with maximum and minimum x-axis value as shown in Fig. 3.

Fig. 4 shows procedures for the vector calculation. Firstly we move the vectors on a left image and a right image into origin on the same coordinate system. As show in Eq. (5), if Euclidean Distance between two vectors is less than threshold value as in Eq. (6), then we assume that these pixels may be true matching point as in Eq. (7).
Because the matching algorithm evaluates the similarity between a pixel ( $\mathrm{xL}, \mathrm{y}$ ) on a left image and a pixel on a right image by shifting a pixel from a pixel ( $\mathrm{xR}, \mathrm{y}$ ) to a pixel ( $x R+$ 'disparity range', $y$ ), the value of threshold is |xR-xL|. The case of Fig. 2 and Fig. 3 are that each SIFT distance of left and right image is same and threshold is 3. In Fig. 2 the matching pairs are classified into true because threshold is less than 3. In Fig. 3 the matching pairs are classified into false because threshold is greater than 3 . The cases of Fig. 4 and Fig. 5 are that each SIFT distance of left right image is different and threshold is 3. In Fig. 4 the matching pairs are classified into true because threshold is less than 3. In Fig. 5 the matching pairs are classified into false because threshold is greater than 3. Because the matching pairs with same SIFT implies that the rotation degree of the object is small, we suppose that fewer occlusion regions may be generated. Though threshold of two cases is all 3, in the case that each SIFT distance is same, the matching is classified into true until the disparity range is 2 . In addition, in the case that each SIFT distance is different, the matching is classified into true only if the disparity range is 1 . The latter case implies that the error range of the vector calculation is less than the former case. Euclidean distance is calculated by SIFT vector, and then the weight value of MMAD is sorted by ascending order within disparity range.
Because pixels with minimum weight value are the most reliable matching pairs, we store the disparity between these pixels into final disparity map. However, the above method still has the problem for occlusion region because the corresponding points can't be found in the invisible area by distortion of image.

### 3.3.2 Compensation of Occlusion Region

Existing stereo matching still has unsolved problems for searching accurate corresponding points and compensating occlusion region generated by the absence of the corresponding points. In this paper, we propose the method to solve problems for occlusion region by using SIFT matching points.
SIFT-based matching algorithm is strong for rotating and resizing the image, and can improve reliability for searching a pair of the matching points. That is, this algorithm select a pair of the matching points with the closest distance among SIFT matching points existing in the quadrant of the 2D coordinate system which is made from a pixel point of occlusion region as the origin. If the quadrant without a pair of SIFT matching points exists, then we examine whether the edge in the quadrant exists. If the edge exists, then the proposed method classifies the region into foreground area and compensates the disparity with the average disparity of the SIFT matching points existing in each of the quadrant. ' $S$ ' in Fig. 6 indicates a pair of SIFT matching points and ' $E$ ' indicates the edge.


Fig. 2 When SIFT distance is equal - in case of true matching: (a)vector on left image (b)vector on right image
(c)distance between two vectors


Fig. 3 When SIFT distance is equal - in case of false matching: (a)vector on left image (b)vector on right image (c)distance between two vectors

(a)

(b)

(c)

Fig. 4 When SIFT distance is not equal - in case of true matching: (a)vector on left image (b)vector on right image (c)distance between two vectors


Fig. 5 When SIFT distance is not equal - in case of false matching: (a)vector on left image (b)vector on right image (c)distance between two vectors


Fig. 6 Examination whether the edge exists in the quadrant

Tabel 1. The accuacy comparison of the proposed method with the existing methods

|  | SIFT | Minimum cost function |  | Maximum cost function |  | The proposed <br> method |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Matching <br> algorithm | SMNA | SSD | SAD | MAD | ZNCC | NC | MMAD |
| The average of <br> correct matching <br> number(CMNA) | 84.2 | 56.95 | 56.50 | 56.10 | 58.15 | 50.15 | 62.5 |
| The mean <br> matching ratio |  | $67.63 \%$ | $67.10 \%$ | $66.63 \%$ | $69.06 \%$ | $59.56 \%$ | $74.23 \%$ |

Fig. 6 shows four examples of the compensation for occlusion area, but all the compensations are 15 cases.
Though Fig. 6 shows four examples of the compensation for occlusion area, all of the compensation has fifteen cases. Condition 1 : If each of $1,2,3$, and 4 quadrants doesn't have at least one edge and SIFT matching points, then we classify the pixel into background area.
Condition 2 : If 1, 2, 3, and 4 quadrants have at least one edge and SIFT matching pairs, then we compensate the disparity by using the searched SIFT matching pairs.

## 4. EXPERIMENTAL RESULTS

In the experiment, we used stereo images of a building model with $320 \times 240$ sizes and windows with $21 \times 21$ sizes to measure the area-based similarity. We used 20 stereo images as experimental data and Fig. 7 indicates original image for the result.

### 4.1 Results of Experiment

Fig. 8-(a) depicts the result with applying MAD after setting automatic scan area and Fig. 8-(b) depicts the result with applying MMAD. MMAD compensates the occlusion region by normalizing the difference between left and right image. However, as shown in Fig. 8-(b), false matching can be generated by absence of corresponding points.
Fig. 8-(c) indicates the result of generating another occlusion area by not matching the area of deciding on false matching after performing the vector calculation by using SIFT. Fig. 8-(d) indicates the result after compensating occlusion region by eliminating errors for false matching. The proposed method compensates the occlusion region using the similarity of adjacent pixels and the accuracy of SIFT matching pairs. Fig. 8-(e) indicates the result of removing noise and compensating the occlusion region for errors. Fig. 8-(f) shows the result that the image is classified into background and object area by reducing error range with an additional consideration for the existence possibility of the edge.

### 4.2 Evaluation of Performance

We need the reference disparity map to compare the accuracy of the disparity map measured from the proposed method. However, the accuracy measure is difficult because the reference disparity map isn't defined. In this paper, we use the SIFT matching pairs to measure the
accuracy of the proposed method. Because the SIFT algorithm which is robust to the changes of the image scaling and rotating has high trust about the matching pair, we use the disparity extracted by the SIFT matching pair as a reference disparity map. Accordingly, in the disparity maps of the existing and the proposed method, we compare errors between two disparities which are extracted from the same location of SIFT matching pair ( $\mathrm{x}, \mathrm{y}$ ). We call that the SIFT disparity is SD and the disparity of matching algorithm is MD. And, if the absolute value of the difference between SD and MD such as the condition in Eq. (8) is less than 10 , we assume that the calculated disparity at the pixel is accurate. We call that the number of the SIFT matching pairs is SMN and the number of the matching pairs assumed to be correct is CMN. The accuracy rate is calculated as CMN ratio about SMN such as Eq. (9). Because the experiment in Table 1 uses ten test images, ACMN and ASMN as the average of each CMN and SMN are used as shown in Eq. (10). The accuracy rate of the proposed method is compared with one of the existing methods such as SSD, SAD, MAD, ZNCC and NC. In terms of the accuracy rate, the proposed method has been improved from $30 \%$ to $40 \%$ over the existing methods. In addition, Fig. 9 indicates the results of the 3D reconstruction by using the generated disparity map. In Fig. 9 , (a) ~ (e) indicate the results of the 3D reconstruction by using the existing methods and (f) indicates the result of the proposed method. In the existing methods, it can be confirmed that the result of reconstruction about edges is different from the structure of the original object because the disparity at edges is incorrect. On the other hand, we can know that the errors of the proposed method is less than the existing methods as showing that edges are distinguished.

$$
\begin{gather*}
|S D-\mathrm{MD}|<10  \tag{8}\\
\frac{\mathrm{AMN}}{\mathrm{SMN}} \times 100 \tag{9}
\end{gather*}
$$

$$
\begin{align*}
& \text { ASMN }=\frac{\text { Add all SMN of the test image }}{\text { Total number of the test image }}  \tag{10}\\
& \text { ACMN }=\frac{\text { Add all CMN of the test image }}{\text { Total number of the test image }}
\end{align*}
$$



Fig. 7 Original stereo image used in the experiment (a)left image (b)right image


Fig. 8 The result of proposed disparity map (a)MAD (b)MMAD (c)Compensation by vector (d)Compensation of occlusion region (e)Exclusion of noise (f)Noise elimination


Fig. 9 The result of 3D reconstruction by using the proposed disparity map (a)SSD (b)SAD (c)MAD (d)ZNCC
(e)NC (f)Proposed method
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