Exploiting Packet Semantics in Real-time
Multimedia Streaming

Sungwoo Hong Youjip Won
Division of Electronics and Computer Engineering
Hanyang University Seoul, Korea zip: 133-791
{toggiya| yjwon}@ece.hanyang.ac.kr

Abstract—In this paper, we propose packet selection and signif-
icance based interval allocation algorithm for real-time streaming
service. In real-time streaming of inter-frame (and layer) coded
video, minimizing packet loss does not imply maximizing QoS. It
is true that packet loss adversely affects the QoS but one single
packet can have more impact than several other packets. We
exploit the fact that the significance of each packet loss is different
from the frame type it belongs to and its position within GoP. g
Using packet dependency and PSNR degradation value imposed
on the video from the corresponding packet loss, we find each
packet'’s significance value. Based on the packet significance, the
proposed algorithm determines which packets to send and when
to send them. The proposed algorithm is tested using publicly
available MPEG-4 video traces. Our scheduling algorithm brings realized as "bursty” network traffic. This set of efforts is

significant improvement on user perceivable QoS. We foresee that called traffic smoothing (or traffic shaping). To maximize user

the proposed algorithm manifests itself in last mile connection perceivable QoS, the sender needs to make right choice for two

of the network where intervals between successive packets from X
/als o o " o
the source and to the destination are well preserved. fundamental issues: "what to send?” and "when to send?”. The

Keywords: real-time multimedia streaming, scalable encodirst issue is to select the subset of compressed information to

ing, greedy approach, packet significance, traffic smoothingf‘dapt .to the availaple bar}dwidth. The gecond isfsue is about
removing the burstiness in the underlying traffic after the

. INTRODUCTION selection process.
A. Motivation and Related Works .To. decide subset of the cqmpresse_d for the transmission,
priority based packet scheduling algorithm has been the sub-
Rapid advancement in network and video compression te¢8ct of intense research for many years. The key ingredient is
nology have made it possible to enjoy bi-directional interactivg gssess the "right” priority to individual packet so that the
multimedia service in ubiquitous fashion. Advancement Qfser perceivable QoS can be maximized. In Politis et al.[7],
network technology has brought us not only the abundanggcket priority is determined based upon the distortion of the
in bandwidth but also more importantly the "variety” of bandgyisplayed video if the packet is lost. If a frame is an anchor
width choices, e.g. from fast moving speed with low bandrame, e.g. I or P type, it has higher priority than the frames
width of 3.5G or 4G communication technology to Gbyte/seghich does not any dependent. Frossard et al.[1] advanced
bandwidth in residential unit (Fiber to the home, FTTH) ajs idea. Frossard et al.[1] suggest to consider the number of
shown in Fig. 1. dependent frames as well as the total size of dependent frames.
Real-time video streaming bears unique performance Igowever, these works considered only simple GoP structure
quirement which distinguishes itself from text based beghd purstiness of the traffic was not considered. Numerous
effort data service: bandwidth guarantee and rate variabiliborts have been proposed to reduce the burstiness. M. Hassan
Since real-time video streaming requires that each compresged|. suggested layered video streaming algorithm for the
information needs to arrive at destination before its Pré)0S by adapting rate variation[3]. D. Jurca et al. suggest
defined deadline, a certain fraction of bandwidth needs Hacket selection and Scheduling for Multipath Streaming[2].
be guaranteed for that connection either deterministically plowever, these works do not consider the importance of
stochastically. The size of each video frame can differ Rysch frame packet. Algorithm to maximize QoS, burstiness of
order of magnitude. The variability on video frame size ithe traffic, priority based packet scheduling for the available

, bandwidth should be considered in a single context.
OThis work was supported by HY-SDR Research Center at HanyangI hi K lab del called K
University, Seoul, Korea, Under the ITRC program of Ministry of Knowledge n this work, we propose an elaborate model called packet

Economy, Korea significance which effectively represents the QoS importance
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Fig. 1. Evolution of the Network Technology
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Size based Smoothing

of a packet and develop a greedy algorithm for packet schedul-
ing based upon the notion of packet significance. The contri-
bution of our work is three folds. First, we develop a notion

of packet significance which captures the QoS importance of
a packet. Our scheduling framework elaborately harbors the
inter-frame dependency as well as inter-layer dependency of ¢
frame. Second, we successfully develop a unified framework
for determining "what to send” and "when to send”. Traffic

smoothing algorithm and priority based packet scheduling
have been dealt with in a separate context. To properly
exploit the underlying network resource and maximize user
perceivable QoS, it is mandatory that these two issues are
properly addressed in a single unified framework. Third, our : 4
scheduling framework incorporates not only the network’s Frame number
aspect of a packet but also the operating system’s aspect of
a packet. From network’s point of view, bandwidth process

is a prime concern. From operating system’s point of view,

however, packet count process (packets/sec) is more important,
since network queue is represented by the array of pacRée of packet, frame type such as I,P or B frame, number of

pointers where the size of individual packet does not matte_r,eferencing framgs, GoP structure, MSE distortion ir_1formation
The remainder of the paper is organized as follows. Secti#hthe decoded video and so on. However, these things should

Il introduces the packet significance and traffic smoothin§€ considered in a single framework. In this work, we not
Then, two fundamental questions is solved in section 1IPnly consider the terms mentioned above but also controls the

Section IV carries the result of the performance evaluatioRurstiness of the traffic for the higher user perceivable QoS.
We conclude our work in section V. Without loss of generality, we assume that video trace file
is layer encodedf?, denotesk, layer information forj,
gk

II. PACKET S'GN'F'CA_NCE AND TRAFFIC SM(_)OTH'NG_ frame ofi,;, GoP. We define a set gfarentpackets anahild

In_our co.ntext,. the notion of ”pa_cket §chedullng“ conS|s_ts Qackets forf]i’k_ A set of parent packet$?( f;,k)’ denotes a
two ingredients:ij what to transmit andii) when to transmit. set of packets which are required to decode pa¢§f<gt A set
Packet scheduler is required to select a certain fraction &f child packets offi, is a set of packets Which'hdgk as
compre_ssed information so_that_ it dpes not overflow thg parent, i.eC(f,) = {fm | fi, € P(f7)}. Loss of f,
underlying subnet. In selecting, it is important to_ properlxauses the inappropriate decoding of not ofify, itself but
select. the subset of layers so that we can maximize USELo all packets in its child packe(t(f}vk). ’
perceivable QoS. To properly select the subset of layers, |
is necessary to gauge the importance of each packet.

Frame number

Frame Size

Frame number

Interval based Smoothing

Frame Size / \ Frame Size
>

Fig. 3. Size/Interval based Smoothing

tFig. 2 schematically illustrates the dependency among
frames and layers. We develop a model to represent quality

A. Packet Significance of an image. An image consists of a set of pixels, which are
arranged in a 2 x 2 matrix. The number of pixels in a screen
Gop £ ! is called resolution, e.g. HD” 1024*768, VGA:640*480 and
TRt spre S Spe? QCIF:320*240. Each pixel is usually represented by 24bit. Let
(7o | L] fH| [ | i, (z,y) is a pixel value (RGB) atz,y) position of an image
g ¥ ,»l ! 8 1 when f; , is properly decoded anﬁ;k(a:,y) is a pixel value
2 7] 3|f‘-f"|‘ |f/""‘|‘ 3 f’f"|‘ when f;k is not properly decoded. We defirmntribution
g A D(fi,) as in Eq. 1.
IR T R S Pl
L ilnd )] ] )
5 l | l’_ ; ll_ 10log w ><AH X 255 )
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Fig. 2. Dependency of MPEG-4 FGS video where H and W indicate the screen height and width, respec-

tively. D(f;."k) gives a quality metric ofj?’k loss. Significance

We define the notion gpacket significanceo represent the ©f @ packetf}, is sum of all subsequent PSNR degra:jation
importance of a frame or layer in a packetThere has be@fich can occur due to the loss ¢f . S|ggn|f|cange Offj 1
many efforts [1], [7] in this area which tried to represent thi§ defined asQ(f; ;) = >y ce(i ) Pfnm)- It is worth

importance of packet and scheduled using the packet impooting that packet significanag( f},k) effectively captures the
tance. To decide importance of each packet, they considenmefibrmation dependency among frames or between layers.
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Packet loss

B. Traffic Smoothing 5 Mo e
8| — s::ggun‘ggwum weight 1.2

One of the key issues in packet scheduling is to reduce the

Rate [%]

burstiness of the network traffic. It is called traffic smoothing. .

The purpose of deciding when to transmit each packet is to ]

remove the traffic burstiness so that it can make contributions H iln

on QoS via minimizing the packet losses. There are two main
approaches in realizing traffic smoothing) ¢ized based and Fig. 4. The Packet Loss and QoS [8]

(i) interval based smoothing. In size based smoothing, the
packet scheduler controls the amount of information carried
by a single packet so that size of each packet is similar. &npacket. However, interval based traffic smoothing algorithms
interval based smoothing, the interval between the packstsccessfully distinguish the packets based upon their respec-
is determined based on the size of packet. Larger packige QoS importance. It is found that this phenomenon is due
is allocated longer interval. Size based smoothing mandatesthe inadvertent result of two technical characteristics. The
that single packet can carry more than single frame. MPHigst one is the way video frames are marshalled into packets.
standard does not put any restriction on whether single packat mentioned before, single packet does not contain more
contains more than one frame, however, most of the vidédman one frame. Since traffic smoothing aims at minimizing
streaming system does not allow that because loss of singlée variability of the bandwidth process, the transmission
packet may result in a loss of multiple frames. In additiorinterval between B type frame packets become smaller as a
when single packet carries more than one frames, decodesult of traffic smoothing while the interval between | type
needs to locate the boundary of individual frame for decodingacket and its successor (or predecessor) becomes longer. The
Locating the boundary of each frame can cause severe C&t¢ond technical feature is the way operating system handles
overhead especially in mobile hand held devices which hagaeue of packets. When a packet arrives, it is copied into main
a low-end CPU. Fig. 3 illustrates size and interval basefdemory and operating system inserts the packet pointer into
smoothing. In this work, we focus on interval based smoothinge queue of pointers. The way video frame is marshalled and
approach. the way operating system handles incoming packets yield very
There are two different aspects of the underlying netwofRteresting result when they are combined together. Interval
traffic analysis: byte count (byte/sec) and packet count (padkased traffic smoothing algorithm controls the interval between
ets/sec). Most of the existing works on traffic smoothingutgoing packets to make the data rate smoother; hence, small
deal with bandwidth process. In operating systems, kerriéte packets are more closely populated. From the operating
maintains fixed length queue of packet pointers for UDSystems'’s perspective in the receiving end, incoming traffic
datagram. Packets reside in kernel address space and poiagidally becomes burstier, and gets exposed to more packet
by these pointers. From network queue’s point of view, ifoss. Since larger packet has relatively longer interval from
coming traffic can become burstier as a result of interviie departure of the preceding packet, it is less likely that
based smoothing which is illustrated in Fig. 3. Subsequentlgrger packet finds the queue full. Due to harmonious effort
packet loss can increase due to traffic smoothing process [8tween packetization method and the kernel data structure
However, reduction in packet loss does not necessarily imgly packet, traffic smoothing algorithm happens to incorporate
the improvement on QoS nor improvement on PSNR. On ti@cket importance.
same token, increase in packet loss does not necessarily imply m
the QoS degradation. The impact of packet loss over user
perceivable QoS varies dependent upon many factors suct’ad’acket Scheduling: What to transmit
frame type of lost packet, its position within GoP, its size and The question of "what to send” is equivalent to selecting
the number of frames it is referring. Packet scheduler needspckets among whole video fram®acket selectionis a
determine the transmission timing (or equivalently interval) ggrocess of determining the subset of packets for transmission
that a more important packet becomes less vulnerable to paci@isfying resource constraints. LE{f ;) be the transmission
loss. Fig. 4 illustrates the result of the physical experiment [8hterval of fik, which is the interval from its immediately
While "Lost packet” denotes the ratio between the numbereceding packet LeS(fi ) be the size offlk Current
of lost packets over total number of packets, "Lost data” isandwidth availability mformatlon is assumed to be informed
the ratio between the amount of lost data over total amountthe streaming server or content delivery network (CDN) by
of data. Packet loss increased when interval based smodtie system so that optimal transmission rate can be allocated
ing is applied. However, the total amount of lost data hascordingly [1].f? is a set of packets in,;, GoP. We define
decreased as a result of smoothing and user perceivable @ual QoS of selected packets fit as in Eq. 2.
has improved significantly. User perceivable QoS improved i i
significantly not because packet loss decreased but because () = Z D(fjx) = Z Q(f; ) @
loss of "important” packets decreased [9]. Interval based traffic F(f5 k) <00 £y s lost
smoothing algorithms do not consider the QoS importance of A S

SIGNIFICANCE AWARE PACKET SCHEDULING
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Condition ]-"(fjﬁk) < oo denotes the set ofselected” sake, where transmission interval is linearly proportional to
packets. Term A corresponds to PSNR values resulting fratre size of a frame. The second one, which we refer as "Bit-
transmitting selected packets. The term B denotes QoS degede”, transmits packets based on the predefined bit-rate by the
dation caused by a packet loss. Our objective is to maximiggstem after the packet selection process. "Size” and "Bit-rate”
£(f) via properly selecting subset of packets and via propertipes not consider the semantics of a packet in determining
determining transmission schedule. Our process consiststlté transmission schedule. We simulate in NS-2 [4] over the
two phases: packet selection and packet transmission. nigtwork topology depicted in Fig. 5. We use three publicly
packet selection phase, we choose the subset of packetsavailable and widely used video clips for the experiment
to exceed a given bandwidth envelope. The packet select{6h Three video clips are compressed by MPEG-4 encoder
problem is equivalent to knapsack problem where the size g5dl All compressed video clips have 300 kbits/sec and 30
significance off;f,,C corresponds to the weight and value oframe/sec, with 176*144. GoP structure of compressed video
an item in knapsack problem, respectively. The capacity cas-1(BBP)'° with size of 30.
straint of a knapsack problem is determined by the bandwidth
envelope ag/ = fttoow p(t)dt, wherety, w and p(t) denote [ S(,mmg'ow";
start time of the window, one GoP time length and the available L M
bandwidth att, respectively. To solve the knapsack problem, i
we take the greedy approach because each choice should be 10
made within time constraint such as delay and bandwidth
constraints for the higher QoS.

The selection criteriaf(f;f,k) is the ratio between QoS .

Streaming
IO 5

16 TCP
Clients

significance and its size, i.e(f; ) = Q(f;,)/S(f;,). The swr | 5 uop
algorithm sorts all packets in each GoP with respect to the el .
decreasing order oé(f]ﬂk) and selects one by one until the Fig. 5. Topology of the experiment setup

sum of the selected information exceeds the capacity constraint
U. Itis worth noting that through the bandwidth adaptation and ) ) . ]
packet selection process, SAPS scheme does not require highdhere exist 16 TCP and 5 UDP node pairs sharing the link.
bandwidth but tries to make higher QoS within bandwidt ile transfer protocol .(FTP) application is running over TCP:
constraint. Hence, it won't impact other packets of differenth® Mmaximum bandwidth from each TCP and UDP node pair
media or other application in terms of bandwidth consumptiofOrrésponds to 1Mbyte/sec and 128 Kbyte/sec, respectively.
Client starts displaying video 2 seconds after the transmission
B. Packet Scheduling: When to transmit has begun. If packets arrive out of order sequence, then the

Once we determine the set of packets to transmit, we nd&PeCtive packet stays at the queue until all of the required
to determine packet transmission schedule of selected packBSkets arrive before the play-out deadline or discarded. In
Here, determining a transmission schedule is equivalent to @ddition, in case that at least single packet is dropped or
termining an interval between packet departure to avoid pack§fTupted during the transmission, and is not able to recover
loss. We incorporate the packet significance in determinifffth recovery scheme such as FEC, then the entire packets
its interval. The key idea is to assign larger interval to mofgPnsisting one frame will be discarded. If a frame is lost during
important packet. Lenf(f;-}k) denote the time interval betweenthe transmission or arrived later than the play-out deadline, the

i, and its immediate predecessor and it is defined as in F_qi]evious frame concealment scheme is used at the decoder.
J>
3.

The average time taken for the calculation of each packet

) w X S(f]?k) x O fk) significance is approximately 0.5 seconds. For example, the
6(fk) = S . ’S(fi e ’Q( 0 (3) total time taken to calculate 30 frames’ packet significance
FULIEIO TR0k o in 30 FPS movie isEEEX Tt mbs — 51 Hence the

2
The size off;fy,C can be greater than maximum transfer unaverage time taken per frameééé—o ~ 0.5. We assume that
size and it can span multiple packets. Whﬁ}% consists this information has been calculated at encoding time and
of multiple packets, we evenly distribute these packets éignsmitted to the streaming server or CDN with movie file.
allocated interval. The interval among the packetsf}‘,@ is Packet significance can be computed off-line and therefore

computed asd(f?,)/ [S(f;,k,)" does not interfere with the real-time video streaming session.
P Jok MTU | Fig. 6 illustrates the packet significance distribution. As can
IV. PERFORMANCE EVALUATION be seen, packet significance varies subject to its frame type and

the position within GoP. | frame, at eveBf;,, shows very
high significance value. P frames, immediately after | frame,

We examine the effectiveness of Semantics-Aware Packee likely to have higher value of packet significance than
Scheduling algorithm (SAPS). We compare SAPS with twilnose frames far from the | frame whether the frame size is
other packet scheduling algorithms. The first one is size badsd or not. B frames which are located between | (or P) and
packet scheduling, which we refer as "Size” for simplicity’siext I(or P) frame show very low significance value.

A. Experiment Setup
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Fig. 7. Performance under Varying Client Bandwidth

B. Effect of Network Bandwidth Availability and byte success rate was almost the same. However, the

We vary each subscriber line bandwidth at client frorffUccess ratio among I, P and B frame was different. For
128 kbps to 640 kbps with fixed bottleneck queue dep§rAPS, it makes high packet significance value of packet such
of 10000 and examine the performance of each scherfig | frame less vulnerable. In other words, it exposes less
Fig. 7(a), 7(b) and 7(c) illustrate the PSNR of SAPS, Sii’gﬂportant packets such as B frame to a more vulnerable state.
and Bit-rate scheme as a function of the available scribdfNce: although the total success rate is almost same, the
line bandwidth at the client. In all figures, PSNR increased/Ccess ratio of each frame is quite dlﬁerent. In all flgur.es,
with the capacity of bandwidth availability. When scriber Iiné)aCket, anq byte success rate of | frame increases as h|gher
bandwidth link capacity reaches 640 kbps, SAPS, Size ahandmdth is allocated. However, SAPS scheme shows higher
Bit-rate scheme achieve almost same PSNR. However wI‘Rﬁert and byte success rate of | frame all the time and which
link capacity becomes smaller, SAPS manifests its capabilffg""esPondingly explains higher PSNR value under the same
of handling significance. For example, when the availapfiyailable subscriber line bandwidth.
bottleneck bandwidth is 256 kbps, the PSNR gain of SAPS
over Size and Bit-rate scheme is aboutf87,5), (8.5, 945) C. Effect of Bottleneck Queue Depth
and (13, 10;5) for Mother and daughter, Salesman and Miss In this section, we compare three algorithms under varying
Am., respectively. bottleneck queue depth with fixed subscriber line bandwidth

Fig. 7(d), 7(e) and 7(f) illustrate the packet and byte succest 320 kbps at client. Fig. 8(a), 8(b) and 8(c) illustrate the
rate of | frame with three schemes under different subscribgerformance of SAPS, Size and Bit-rate scheme under differ-
line bandwidth at client. In all experiment, the total packetnt bottleneck queue depth. In all algorithms, PSNR increases
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Fig. 8. Performance under Varying Client Queue Depth

with the increase in bottleneck queue depth. When bottleneb achieve this objective, we develop elaborate metric to
gueue depth is small, we observe significant difference iapresent the importance of a packet from user QoS’s point of
PSNR values among SAPS, Size and Bit-rate algorithms. Raoew: Packet Significance. We develop video streaming frame-
example, when 20000 is allocated for the bottleneck quewerk, Significance Aware Packet Scheduling (SAPS), which
of Salesman video trace, PSNR values are aroung; Zhd consists of packet selection and packet scheduling phases
31, in Size and Bit-ratio algorithm, respectively. Under théaking account of packet significance. Through simulation
same bottleneck queue depth, PSNR value ig36G SAPS based experiment, we find that via properly incorporating the
algorithm. PSNR values show;4 to 5;5 higher when we packet significance, we can increase PSNR value more than
apply SAPS algorithm in scheduling packets. When bottlenedks especially when the resource, such as bottleneck queue
gueue is sufficiently large, there is less packet loss due depth or available bandwidth, is limited. SAPS manifests itself
gueue overflow, so difference of PSNR values of the thremder resource stringent environment, e.g. real-time video
algorithms becomes small. streaming in mobile wireless network.

In all cases of performance evaluation under different bot-
tleneck queue depth of three S-Chemes' the total packet andP Chou and Z. Miao. Rate-distortion optimized streaming of packetized
byte success rate show no big difference. However, eep_:h media. Multimedia, IEEE Transactions3(2):390—404, Apr. 2006.
success ratio for different frames shows big difference in the# D D. Jurca and P. Frossard. Video packet selection and scheduling for
value for three different algorithms. Fig. 8(d), 8(e) and 8(f) multipath streaming.Multimedia, IEEE Transactions 0r9(3):629-641,
illustrate packet and byte success rate of | frame with thr M. Hassan and M. Krunz. Video streaming over wireless packet networks:
schemes under varying bottleneck queue depth. As shown An occupancy-based rate adaptation perspecBireits and Systems for
in the figures, packet and byte success rate increases withVideo Technology, IEEE Transactions, div(9):1017-1027, Aug. 2007.
increase in bottleneck queue depth. In all cases, SAPS shatioralen Scinces Insiute, The Netuork Simultor s 2 [Onine.
higher packet and byte success rate. This is due to the fact {pitvEncoder. Program for encoding video+audio. [Online]. Available:
SAPS successfully adapts to bottleneck queue availability so httpigmwgglasgfha-gxl Video trace file. [online]. Available:
that more important packets become less vulnerable to pa thftp://WWW.dmcIab.hanya%g.ac.kr/data/mpegZdafaMﬁaoeé.htm. '
loss with queue overflow. [7] I. Politis, M. Tsagkaropoulos, T. Pliakas, and T. Dagiuklas. Distortion

optimized packet scheduling and prioritization of multiple video streams

over 802.11e networksAdvances in Multimedia2007-2(6), April 2007.
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