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Abstract - This paper presents a development of an
educational simulator of particle swarm optimization
(PSO) and application for solving the test functions
and economic dispatch (ED) problems with nonsmooth
cost functions. A particle swarm optimization is one
of the most powerful methods for solving global
optimization problems. It is a population-based search
algorithm and searches in parallel using a group of
particles  similar to  other Al-based heuristic
optimization techniques. In developed simulator,
lecturers and students can select the functions for
simulation and set the parameters that have an
influence on PSO performance. To improve searching
capability for ED problems, a crossover operation is
proposed to the position update of each individual
(CR-PSO). To verify the feasibility of CR-PSO
method, numerical studies have been performed for
two different sample systems. The proposed CR-PSQO
method outperforms other algorithms in solving ED
problems.

1. Introduction

Most of power system optimization problems
including economic dispatch (ED) have complex and
nonlinear characteristics with heavy equality and
inequality constraints.

In 1995, Eberhart and Kennedy suggested a particle
swarm optimization (PSO) based on the analogy of
swarm of bird and school of fish {1]. The individual
particles are drawn stochastically toward the position
of present velocity of each individual, their own
previous best performance, and the best previous
performance of their neighbors [2].

The practical ED problems with valve-point and
multi-fuel effects are represented as a non-smooth
optimization problem with equality and inequality
constraints, and this makes the problem of finding the
global optimum difficult, To solve this problem, many
salient methods have been proposed.

This paper discusses the development of the
educational simulator for the PSQO algorithm. In the
developed simulator, lecturers and students can set
information related with PSQO algorithm. In addition, a
crossover operation is proposed to the position update
of each individual in order to improve the searching
capability. The better solution was obtained by using

this operation for the various kind of optimization
problems including ED problems that have multiple
minima.

2. QOverview of PSO

In a physical n-dimensional search space, the
position and velocity of individual ¢ are represented as
the vectors X;={zy.,2zy), and V= {(vg., - vg),
respectively, in the PSO algorithm. Let
Phest; = (zf;bm ,xlbest) and Ghest, = {ngm,m
,:cf,b”t), respectively, be the best position of individual
i is modified under the following equation in the PSO
algorithm:

Vit = wV}+cirand; X (Pbestf — XF)
+ cyrand, X {Ghest® — XF)

ye

{1

where,

Vf velocity of individual ¢ at iteration k;
w inertia weight factor;

cp: Gy acceleration constant;

rand; rand, random numbers between 0 and 1;
xt position of individual ¢ at iteration k;

best position of individual ¢ until

Pbest} o
st iteration k;

Chest® best position of the group until iteration
est k

Each individual moves from the current position to
the next one by the modified velocity in (1) using the
following equation:

Xt = xhg pi ©

Suitable selection of inertia weight w in (3)
provides a balance between global and local
explorations.

Wimax ™ Wnin .
W= Wy~ Pr— X iter (3)

where iter ., is the maximum number of iterations
(generations), and is the current number of
iterations [3].

iter

3. Development of an Educational Simulator

In this section, development processes of an
educational simulator for normal PSO and improved
PSO will be described in solving the mathematical
example functions [4] and the ED problems. This
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educational simulator was developed by Matlab 65.
For the convenience of users, the developed simulator
is implemented with the form of GUI(Graphic User
Interface). Therefore, most of the parameters can be
directly inputted by users.

The Tig. 1, 2 is show a screen of developed PSO
simulator.

I : [

Fig. 1,2. A Screen of Developed PSO Simulator

4. Formulation of Economic Dispatch(ED)
Problem

4.1 ED Problem With Smooth Cost Functions
The ED problem is to find the optimal combination
of power generations that rminimizes the total
generation cost while satisfying an equality constraint
and inequality constraints. The total generation cost
function and the most simplified cost function of each
generator can be represented as a quadratic function
as the following equation(8):

C = Y, F(P) @
jEJ
— 4
F(P}) = a;+b,P, + ¢;P] ()
where
i total generation cost;
F; cost function of generator j;
a5 by ¢; cost coefficients of generator j;
Py electrical output of generator j;
J set for all generators;

While minimizing the total generation cost, the total
generation should be equal to the sum of the total
system demand and the transmission network loss.
However, the transmission network Jloss is not
considered in this paper for simplicity. Therefore, the
equality constraint is defined as the following
equation:
Y.P =D ®
&
where D is the total system demand.

The generation output of each generator should be
satisfied the maximum -and minimum limitation as the
following condition:

ijin < Py g Iijux (7)
where £ i Pymax 15 the minimum and maximum
output of generator j.

4.2 ED Problem With Non~Smooth Cost
Functions with Valve-Point Effects
The generator with multi-valve steam turbines has
very different input-output curve compared with the
smooth cost function. Typically, the valve point
results in, as each steam valve starts to open, the
ripples are appeared [5], [8], [7).

To take account for the valve-point effects,
sinusoidal functions are added to the quadratic cost
functions as the following equation:
FAP)= a;+b;P+cP} (8
+&€j><5in(fjX(ijm_Pj)ﬂ
where e; and f; are the coefficients of generator j
reflecting valve-point effects.

5. Implementation of CR—PSO Algorithm for ED
Problems

5.1 Treatment of Equality and Inequality
Constraints
To create a group of particles satisfying the equality
and inequality constraints 1s very important.
Therefore, it is necessary to develop a strategy for
satisfying the equality and inequality constraints. In
(8], the heuristic-based technique was = applied to
handle the equality and inequality constraints.

5.2 Solution Procedure of Proposed CR-PSO
The process of PSO algorithm including the proposed
CR-PSO algorithm can be described as follows:

Step 1) Creating Initial Position and Velocity
Step 2) Modification of Velocity and Position
Step 3) Crossover(CR) Operation

In order to effectively explore the promising regions
in the search space, this paper introduces the
crossover operation. The position of particle i
modified by (2) isi mixed with Pbest; to generate the

Skt
trial vector X ;  as follows!

ket :
)?gﬂw{xij U ifr, £ CR

9

Pbestfj otherwise
for j=1,2,-n. 7y is the uniformly distributed
random number between 011, and CR is the
crossover rate in the range [0,1].
Step 4) Update Pbest and Gbest
The Phest of each individual at iteration k+1 is
updated as follows:

ifﬂ iff()z::c+l
Pbcmf otherwise
where f is the value of the objective function.
Also, Gbest at iteration k+1 is set as the best
evaluated position among Pbestf t
Step 5) Go to Step 2 until satisfying stopping

criteria.

The proposed CR-PSO is terminated if the iteration
reaches the predefined maximum iteration.

) < f(Phestt)

Phesttt! 2{ (10)

6. Case Studies

To verify the feasibility of the proposed methed, four
different mathematical examples and one power
systems were tested: (i) The Sphere function, (ii) The
Rosenbrock (or banana-valley) function, (iii) Ackley's
function, {iv) The generalized Rastrigin function, and
(v) 40-unit system with valve-point effects.

To successfully implement the CR-PSO, some
parameters must be assigned in advance. The
population size NP and maximum number of iterations
iter . are set to 30 and 500, respectively. Since the

189 -



performance of PSO depends on its parameters such
as inertia weight w and two acceleration coefficients
(ie, ¢; and ¢), it is very important to determine the
suitable values of parameters. The inertia weight is
varied from 0.9 (e, wy,) to 04 (ie, wy;,), as these
values "are accepted as typical for solving wide
varieties of problems. Two acceleration coefficients are
determined through the experiments for each problem
so as to find the optimal combination.

6.1 Mathematical Examples

For development of user's understanding of the PSQO
algorithm, six non-linear mathematical examples are
used here. In each case, the maximum number of
iterations (e, iter ., was set to 300. The
acceleration coefficients (ie, ¢, and ¢,) was equally
set to 2 by the experiments for each case using the
typical PSO algorithm. And all of the global minimum
value of each function is 0.

In conclusion, the global minimum value was
successfully verified by this simulator.

6.2 Economic Dispatch (ED) Problems with
Valve-point Effects

Because the global minimum total generation cost
is unknown, in case of the 40-unit system, the
maximum number of iterations(ie iter .,.) is set to
10000 in order to sufficiently search the minimum
value. And the acceleration coefficients (ie., ¢; and
¢) was respectively set to 2 and 1 by the
experiments for each case using the CR-PSO

algorithm. The total demand of 40-unit system are set
to 10500MW.

Table 1 shows the minimum, mean, maximum, and
standard deviation achieved by the simulator.

y ‘ ) 1 /Deﬁ .
114.7923

1214526785
Table 1. Convergence Results for 40-Unit System

In Table 2, the best results fo 40-unit system
achieved by CR-PSQ are compared with those from
evolutionary programming (EP) [5], modified particle
swarm optimization (MPSQ) [8), PSO-SQP [g],
DEC-SQP [10]. Although the acquired best solution is
not guaranteed to be the global solution, the CR-PSO
has shown the superiority to the existing methods as
shown in Table 5.

16 gst Cost st &)
EPI5] 122624.35 123382.00
MPSOI8] 122952.27 N/A
PSO-SQPI9] 122094.67 122245.25
DEC-SQPL10] 121741.98 122295.13
CR-PSO 12145268 | 12154961

Table 2. Comparison of Results of Each Method
for 40-Unit System

It is clear from numerical results that the proposed
CR-PSO method outperform other state-of-the-art
methods in solving the ED problems with nonsmooth
cost functions.

7. Conclusions

This paper presents a development of an educational
simulator of particle swarm optimization (PSO) and
application for solving the test functions and economic
dispatch (ED) problems with nonsmooth cost
functions. In developed simulator, lecturers and
students can select the functions for simulation and
set the parameters that have an influence on PSO
performance. To improve searching capability for ED
problems, a crossover operation is proposed to the
position update of each individual (CR~PSQ). These
strategies not only improve the global searching
ability but also prevent the solution from trapping into
a local optimurn point. To verify the feasibility of
CR-PSO method, numerical studies have been
performmed for one sample systems. The simulation
results have been compared with other
state-of~the-art methods, whereby the superiority of
proposed algorithm has been proven. Finally, this
simulator will be expected to increase understanding
of PSO algorithm.
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