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Abstract: An emotion detection algorithm using frontal facial image is presented in this paper. The algorithm is composed of

three main stages: image processing stage and facial feature extraction stage, and emotion detection stage. In image processing

stage, the face region and facial component is extracted by using fuzzy color filter, virtual face model, and histogram analysis

method. The features for emotion detection are extracted from facial component in facial feature extraction stage. In emotion

detection stage, the fuzzy classifier is adopted to recognize emotion from extracted features. It is shown by experiment results

that the proposed algorithm can detect emotion well.
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1. Introduction
Although the technology for emotion recognition is impor-

tant one which demanded in various fields, it still remains as

the unsolved problem. Detecting emotion of human can be

achieved by using facial image, voice, body shape, and etc..

Among them, the facial image is most frequently source to

detect emotion. Especially, frontal facial image is commonly

used to detect emotion. Emotion recognition procedure is

not simple but complex since extracting proper feature and

detecting emotion need complex steps.

There are various studies to detect human emotion [3–6].

Lien et al. [4] use geometric information of facial image and

Joo et al. [3] use template vector and neural network. Black

and Yacoob [8] also utilized an optical flow model of image

motion for facial expression analysis. Their work explores

local parameterized optical flow models for the recognition

of the six basic emotional expressions (sadness, happiness,

anger, disgust, fear and surprise [9]. Kobayashi and Hara [10]

reported on real-time recognition, singular emotional classi-

fication and synthesis of the six basic emotional expressions.

They worked on realization of an animated 3D face-robot

that can recognize and reproduce the emotional expressions.

They use brightness distribution data of facial image and a

3-layered back-propagation neural network for classification

and synthesis of facial expressions.

In this paper, we propose a new algorithm for detecting emo-

tion via frontal facial image. The algorithm composed of

three stage: image precessing stage, facial feature extrac-

tion stage, and emotion detection stage. In image process-

ing stage, we use the proposed image processing algorithm

developed in previous study [2]. To extract more effective

feature, we proposed the new feature extraction method in

facial feature extraction stage. The proposed feature extrac-

tion method consists of three features regions: eye region,

mouth region, and auxiliary region. In each face region, we
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Fig. 1. Overall procedure of emotion detection algorithm.

extract feature by comparing geometric and shape informa-

tion. Generally, there are only vague patterns are given as

the input of system in emotion recognition problem. There-

fore, it is not easy to design the emotion recognition system.

To overcome this difficulty, the fuzzy classifier is adopted in

emotion detection stage. When the extracted features are

given, the fuzzy classifier returns the recognized emotion.

The fuzzy classifier is identified by linear matrix inequality

(LMI) optimization method.

2. Preliminaries
In this section, we present image processing stage to extract

fundamental information from facial image. Figure 1 shows

the overall procedure of emotion detection algorithm. In im-
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age processing stage, the facial region is extracted and then

facial components are extracted. In face region extraction al-

gorithm, the fuzzy color filter and histogram analysis method

are used.

It is not easy to recognize the skin color in give image because

skin color changes depend on personality and illumination

condition. However the skin color should be detected by

using some type filter to extract the face region. To solve

this difficulty, fuzzy color filter is used. The fuzzy color filter

is based on fuzzy inference system. The vague skin colors

are represented as fuzzy sets and memorized in fuzzy rules.

The structure of fuzzy rule is represented as,

Ri : IF x1 is Mi1 and . . . and xm is Mim (1)

THEN yi(x) = ai, i = 1, . . . , l

where xi ∈ R is the ith color input, Mi1, . . . , Mim are the

antecedent fuzzy sets, yi(x) is the consequent output of the

ith rule, x = [x1, . . . , xm]T ∈ F ⊂ Rm is the input feature

vector, F is the feature vector set, and ai is the consequent

parameter and mean the weight for rule i. The output of the

fuzzy rule system is inferred by following equations:

Y (x) =

∑l
i=1





∏m
j=1 e

−
(ci

j−xj)2

vi
j



 ai

∑l
i=1

∏m
j=1 e

−
(ci

j
−xj)2

vi
j

(2)

where ci
j and vi

j are the center the width of membership

function of the jth feature in the ith rule.

Finally, the final output of fuzzy color filter Ŷ (x) is calcu-

lated as

Ŷ (x) = αu(Y (x)− Ymin) (3)

where α is the offset value for gray image, u(x) is the unit

step function, and Ymin is minimum value of Y (x). There-

fore, if Y (x) is greater than Ymin, the final output has α.

Adjusting Ymin, we can change robustness of skin color filter.

The identification method for fuzzy skin filter is discussed in

[2] specifically.

When the given image is filtered via fuzzy skin filter, we

can get filtered gray image Ig ⊂ Rm×n. Let zij ∈ Ig is the

one pixel include the face region information. By adding the

gray value of each pixel, we obtain the following horizon-

tal histogram vector o = [o1, . . . , om] and vertical histogram

vectorp = [p1, . . . , on],

oi =

n∑
j=1

zij (4)

pj =

m∑
i=1

zij . (5)

To extract more specific face region, histogram analysis method

is used. When the gray image is converted into histogram

vector o and p, the largest segment can be detected via Algo-

rithm 1. The largest segment in o and p becomes the width

and height of final face region.

Algorithm 1: Histogram Segmentation Algorithm

Data: W = [w1, . . . , wc]: histogram input

d: minimum depth of segment

r: minimum width of segment

Result: The largest segment in given histogram W

egdebegin=false

for i = 1 to c do

ŵi =
∏−1

k=−r δ(wi+k − e1
i+k)

∏r
k=1 u(wi+k − e1

i+k)−∏−1
k=−r u(wi+k − e2

i+k)
∏r

k=1 δ(wi+k − e2
i+k)

where

e1
i =

{
0 ,−r ≤ i ≤ −1

d , 0 ≤ i ≤ r
, e2

i =

{
d ,−r ≤ i ≤ −1

0 , 0 ≤ i ≤ r

if ŵi = 1 and egdebegin=false then

temp = i

egdebegin=true
endif

if ŵi = −1 and egdebegin=true then

(temp, i) is new segment.

egdebegin=false
endif
end
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Fig. 2. Three regions in VFM.

The detailed description for Algorithm 1 presented in [2].

When face region is extracted, the facial components are ex-

tracted by using virtual face model (VFM) based histogram

analysis. VFM is proposed to reduce searching space of his-

togram analysis method. VFM contains position and length

information of each facial component. In this paper, we used

VFM proposed in [2]. There are three face region to extract

the facial component. By investigate each face region, we can

extract accurate facial component in fast time. The detailed

algorithm is presented in [2].

3. Feature Extraction for Emotion Recognition
The feature vector extraction method is most important key

point in emotion recognition problem. Especially, it is nec-

essary to get good feature vector to make better recognition

accuracy. In the facial feature extraction stage, we propose a

new feature vector extraction method. The proposed method

divide whole image into three feature region: eye region,

mouth region, and auxiliary region. Several information are

extracted from each region: geometric and shape informa-
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Fig. 4. Eye template for comparison.

Table 1. Features in eye region.

Features Description Size

Xe1 Distance between two eye brow 1× 1

Xe2 Distance between eye and eye

brow

1× 1

Xe3 Distance between nose and

eye(left side)

1× 1

Xe4 Distance between nose and

eye(right side)

1× 1

Xse Error between eye and template 4× 1

2mX

seX

Width of mouth

Height of mouth

Fig. 5. Position of features in mouth region.

Table 2. Features in mouth region.

Features Description Size

Xm1
Width of mouth
Height of mouth

1× 1

Xm2 Distance between nose and

mouth

1× 1

Xse Error between mouth and tem-

plate

6× 1

(a) (b) (c)

(d) (e) (f)

Fig. 6. Mouth template for comparison.

tion. Table 1 shows the specific features of eye region. Eight

features are extracted from eye region. Figure 3 shows the

location for features in eye region. First four features repre-

sent geometric information of eye and eye brow. Remained

four features represent shape information of eye. This shape

information is acquired from comparing with template. Fig-

ure 4 shows the template for comparison. Table 2 shows

the features in mouth region. Figure 5 shows the position

of features in mouth region. There are two features for ge-

ometric information and six features for shape information.

The template for comparison is shown in Figure 6. Table 3

shows the features in auxiliary region. If winkles exist, fea-

tures have one. If winkles do not exist, features have zero.

Figure 7 shows the auxiliary region and corresponding fea-

tures. Since size of facial image is not static value, we need

to normalize the feature vector. In this paper, all features

are normalized by width of facial image. Comparing images

is not easy and spends much time to compute. To overcome

this difficulty, new calculated method is used to compare fa-

cial component image with template. Let Xw, Xh, and Xp

are width, height, and the number of pixel in image. The

similarity S can be calculated as

S =|Xw − Tw|+ |Xh − Th|+
∣∣∣∣
Xw

Xh
− Tw

Th

∣∣∣∣ +

|Xp − Tp| (6)

where Tw, Th, and Tp are width, height, and the number

of pixel in template. Table 4 shows the specific features of

eye region in template. Three features for four templates

are represented. Table 5 shows the feature values of mouth

region in template. Features in templates are normalized by

width of facial image.

4. Fuzzy Classifier Based Emotion Detection
Generally, pattern recognition problem has specific desired

pattern to recognize. For example, the finger print recog-
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Fig. 7. Feature in auxiliary region.

Table 3. Features in auxiliary region.

Features Description Size

Xa1 Existence of winkles between

eyes

1× 1

Xa2 Existence of winkles in left

cheek

1× 1

Xa3 Existence of winkles in left

cheek

1× 1

nition problem, definite finger print is given to recognize.

However, there are only vague patterns are given in emotion

recognition problem. We can’t clearly guarantee that the

extracted feature vector represents only one specific emo-

tion. Therefore, it is not easy to design the emotion recog-

nition system. To overcome this difficulty, a fuzzy classifier

is adopted in emotion detection stage. The fuzzy classifier

is one of the most powerful classifier to solve classification

problem with vague input. The fuzzy classifier can be de-

scribed as set of fuzzy rules. The structure of fuzzy rule is

Table 4. Feature values of eye template

Template Xw Xh
Xw
Xh

Xp

Fig. 4(a) 0.22 0.31 0.66 13.1

Fig. 4(b) 0.23 0.24 0.46 9.6

Fig. 4(c) 0.23 0.25 0.49 10.5

Fig. 4(d) 0.23 0.25 0.48 11.4

Table 5. Feature values of mouth template

Template Xw Xh
Xw
Xh

Xp

Fig. 6(a) 1.79 0.37 0.40 20.12

Fig. 6(b) 1.83 0.34 0.35 20.10

Fig. 6(c) 1.55 0.49 0.61 18.89

Fig. 6(d) 1.81 0.54 0.63 20.51

Fig. 6(e) 1.76 0.34 0.39 15.98

Fig. 6(f) 2.14 0.41 0.37 28.0

represented as,

Ri : IF x1 is Mi1 and . . . and xm is Mim (7)

THEN yi(x) = ai1x1 + . . . + aimxm + biL

i = 1, . . . , l (8)

where xi ∈ R is the ith color input, Mi1, . . . , Mim are the

antecedent fuzzy sets, yi(x) is the consequent output of the

ith rule, x = [x1, . . . , xm]T ∈ F ⊂ is the input feature vector,

F is the feature vector set, and aij and bi is the consequent

parameters.

The output of the fuzzy rule system is inferred by following

equations:

Y (x) =

∑l
i=1 hi(x)ai∑l

i=1 hi(x)
(9)

hi(x) =

m∏
j=1

µMij (xj) (10)

where hi(x) is the firing strength of the ith rule and µMij (xj)

is the membership degree of the jth feature of the ith rule.

The membership function is defined as,

µMij = e
−

(ci
j−xj)2

vi
j (11)

where ci
j is the center and vi

j is the width of the jth feature

of the ith rule. For computational convenience, the output

Y (x) can be represented as following matrix equation:

H =




d1(x)
...

di(x)
...

dl(x)




, A =




a11 . . . a1m

...
...

ai1 . . . aim

...
...

al1 . . . alm




, B =




b1

...

bi

...

bl




(12)

di(x) =
hi(x)∑l

j=1 hj(x)
. (13)

Fuzzy classifier design almost means arriving at a hard clas-

sifier because most of the pattern recognition systems require

hard labels for objects being classified. In order to convert

the soft label Y (x) to the hard label Yc(x), we use the fol-

lowing mapping equation:

Yc(x) = argg min{|g − Y (x)|}, g ∈ {1, . . . , n} (14)

where n is the number of classed and g is the index of the

class and n denotes the number of classes.

Finally, to design fuzzy classifier for emotion recognition,

we should identify Vi and ci in the antecedent part and A

and B in the consequent part. It is not easy to identify

system parameters in classifier because the designed classifier

has 19 inputs and 5 rules at least. In this paper, we used

LMI optimization method developed in [1], [2]. Algorithm 2

shows the LMI optimization procedure. After membership

functions in antecedent part are identified, the parameters

in consequent part are identified. The specific descriptions

are presented in previous studies [1], [2].
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Algorithm 2: Fuzzy classifier identification algorithm.

for i ∈ {1, 2, . . . , n} do

W ← Calculate variance of the data set

Add following LMI constraints to LMI system,

Vi > 0

Vi < γW

for x ∈ Ci do

Add following LMI constrain to LMI system,[
γ ?

Vix−Qi γ

]
> 0

end

qi, Vi ← Solving the LMI optimization problem

ci ← V −1
i qi

end

for i ∈ {1, 2, . . . , n} do

for x ∈ F do

hi(x) ← e−(x−ci)
T V T

i Vi(x−ci)

end
end

for x ∈ F do

Determine the desired output Yd ← i

Add following LMI constraint to LMI system,[
γ ?

Yd −HT (Ax + B) I

]
> 0

end

A, B ← Solving LMI optimization problem by using

interior point method.
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Fig. 8. Facial features extracted from 124 facial image

Happy Sad

Angry Disgust

Surprise

Fig. 9. Five sample image of facial image database

5. Experimental Results
In the experiment, the performance of the proposed emotion

detection algorithm is evaluated. To evaluate the perfor-

mance, 150 facial images are acquired from 20 men and 20

women. To evaluate the performance, we make facial im-

age database consist of 20 men and 10 women. Under same

position and slightly different illumination condition, five fa-

cial images representing five emotions are acquired from each

person. Figure 9 shows the five sample images of database.

The used five emotions are happy, sad, disgust, surprise,

and angry. To detect human emotion, following algorithm

is used. Notice that the proposed database is not easy to

detect emotion because there are no limitation for hair style

and wearing glasses. Moreover, we can’t guarantee that the

acquired facial image express accurate corresponding emo-

tion since all people in the database is normal people. How-

ever, most of all facial images represent corresponding emo-

tion surely. The whole emotion detection procedure can be

described as following steps:

Step 1 Apply fuzzy color filter and extract face region by

the method of histogram analysis

Step 2 Apply color filter and extract facial component by

using VFM and histogram analysis method.

Step 3 Extract feature vector from facial component.

Step 4 Identify fuzzy classifier with the extracted feature

vector.

Step 5 Test fuzzy classifier

From Step 1 and Step 2, the facial components of 124 facial

images are correctly extracted. We failed to extract facial

component from another 36 facial images. Therefore, the

performance of the facial image analysis algorithm amounts

82.7 %. Feature vectors are then extracted from 124 facial

images. Figure 8 shows the surface of extracted feature vec-

tor. In Step 4, the fuzzy classifiers with five rules are trained
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Fig. 10. Result of emotion detection algorithm

Table 6. Emotion detection accuracy

Facial component extraction sucess 82.7%

Fuzzy classification accuracy 89.5%

Final emotion detection accuracy 74.0%

by 124 data. The 95 antecedent membership function and

consequent parameters are identified. The identified param-

eters are omitted by page limitation. Then the classification

performance is evaluated. The experimental results on 124

facial images are shown in Table 6 and 7. The final emo-

tion recognition rate is calculated by multiplying facial image

analysis accuracy and fuzzy classification accuracy. Table 6

summarize accuracy of emotion recognition system. Figure

10 shows the experiment result of fuzzy classifier for 124

patterns. There are 13 facial images we can’t classify. The

emotion recognition accuracies on each emotion are evalu-

ated in Table 7. In Table 7, we could know that most of

recognition accuracy is similar.

6. Conclusion
We have presented an emotion detection algorithm by us-

ing frontal facial image. The algorithm composed of three

stages. In image processing stage, the face region and fa-

cial components are extracted. The fuzzy color filter and

histogram analysis methods are adopted to extract face re-

gion from facial image. The facial components then are ex-

tracted by using VFM and histogram analysis method. To

Table 7. Recognition accuracy of five emotion

Happy 79.7%

Sad 69.9%

Angry 72.3%

Disgust 69.9%

Surprise 78.5%

extract feature for emotion detection, the new feature ex-

traction methods are proposed in feature extraction stage.

The emotion of facial image is detected by using fuzzy clas-

sifier with extracted features. In the experimental results, it

is shown that the proposed algorithm detect emotion well.
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