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ABSTRACT: Boolean networks(BN) construction is one of
the commonly used methods for building gene networks
from time series microarray data. However, BN has two
major drawbacks. First, it requires heavy computing times.
Second, the binary transformation of the microarray data
may cause a loss of information. This paper propose two
methods using liner regression to construct gene regulatory
networks. The first proposed method uses regression based
BN variable selection method, which reduces the computing
time significantly in the BN construction. The second
method is the regression based network method that can
flexibly incorporate the interaction of the genes using
continuous gene expression data. We construct the network
structure from the simulated data to compare the computing
times between Boolean networks and the proposed method.
The regression based network method is evaluated using a
microarray data of cell cycle in Caulobacter crescentus.

1 INTRODUCION

Gene regulatory network plays a key role to describe
biological phenomena. Recently, a variety of
high-throughput experimental techniques have been
developed with the ability to observe the experssion of
many genes simultaneously. For example, some recent
microarray studies have been performed for investigating
multiple time-point pathways, including yeast sporulation
[1], yeast cell cycle [2], E. coli heat shock [3], Caulobacter
crescentus cell cycle {4]. Using these high-throughput time
series microarray data, a number of different approaches to
gene regulatory network modeling have been introduced,
including linear models [5], Boolean networks [6-8],
Bayesian networks [9,10] and neural networks [11]. In this
paper, a new variable selection method is proposed to
dramatically reduce the computing times in Boolean
network construction. In addition, a new regression based
network method is proposed to build gene regulatory
networks.

1.1 Boolean networks

Boolean networks as models of gene regulatory networks
were first introduced by Kauffman in 1969 [6]. In this
model, gene expression is quantized to only two levels: ON
and OFF. A Boolean network G(¥,F) is defined by a set of
nodes V={x,...x,}) and a list of Boolean functions
F={f1....f.,}. ABoolean function fi(x,, ..., x;) with k specified
input nodes(indegree) is assigned to node x; {7, 8l
Regulation of nodes is defined by the set F of Boolean

functions. In detail, given the value of the nodes V" at time ¢,
the Boolean functions are used to update the value of the
nodes at time #+1. We use the Consistency Problem [7] and
Best-Fit Extension Problem [8,12] method to find Boolean
functions.

1.2 Advantages of Boolean networks

®  Boolean network model can be used to explain the
dynamic behavior of living systems. Simplistic
Boolean formalism can represent the realistic complex
biological phenomena by reducing the noise level in
biological systems [13].

® Boolean algebra is a prosperous science, providing a
vary rich set of algorithms already available for
supervised learning in the binary domain, such as
logical analysis of data [14,15].

1.3 Drawbacks of Boolean networks

e To construct accurate networks, Boolean networks
require a large number experimental data sets that
have different initial status.

® Boolean network construction requires
computing time as more genes are included.

e Binarizing gene expression data results in significant
loss of information from the observed expression
levels are concerned.
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1.4 Variable selection in Boolean networks using
linear regression

In Boolean networks, the Boolean function, f; , consists of
the k variables that affect the ith gene expression level. The
ith gene and & genes are highly correlated in Boolean
function f;. We can select the significant genes for ith gene
using significant test with simple regression method. Figure
1 (a) is a simple network and (b) is a wiring diagram which
gives an explicit way of implementing the update procedure.
This network is represented by a Boolean functions (1), f;
and f.

X = [1(X5:4X5) =X,, A&,

(1)
X2,1+1 = fz(Xs) = Xs,r
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Figure 1: An example of simple network

In a regression analysis, fit a simple regression model with
X, as a dependent variable and X,, X;, Xj, as
independent variables. Then, all variables except X;, have
high significant p-values. In the same way, fit a simple
regression model with X ., as a dependent variable and X;,
X, X;, as independent variables . Then we can obtain only
one significant variable, X;,. Based on this idea, we
introduce a variable selection method to reduce computing
time in Boolean networks. Our proposed method will be
detailed in the section 2.1.

1.5 Representation of gene regulatory networks
using regression method

The idea of constructing the network diagram via regression
model is similar to that of path analysis. Path analysis is a
method to analysis the relationship between variables in a
path diagram. In particular, each coefficient of pathway
connections can be inferred by using regression coefficients
[16]. Path analysis was developed as a method of
decomposing correlations into different pieces for
interpretation of effects from a interaction diagram.
However, our network algorithm is proposed to construct
diagram from the selected regression model. For example,
consider the following regression equations (2).

Xin =0, X5, +b,X5, +e ”

Xz,m = bz,sXs,: +e, ( )

Xy =6
Equations (2) can be represented as network diagram in
Figure 2. Proposed regression based network method select

regression models (2) and represent network using selected
models, as shown in Figure 2.

Figure 2: Network diagram for equation (2)

In regression model (2), el, e2, ¢3 are disturbances, or,
residual terms. These means stray causes, or causes outside
the model. ¢; does not stand for measurement error, which is
assumed to be zero in path analysis. In this paper, we utilize
the regression coefficient to represent  interactions
between genes. Its method will be described in next section.

2 METHOD

Notation

Let n be the total number of genes, i=1,2,...,n
k is number of indegree, I=1,2,....k

m is total number of time point, =1,2,...,m
X;, is ith node at time ¢

2.1 Regression based variable selection method
in Boolean networks

In Boolean function, X; = f(X;,...,X;s), essential variables
(Xi,...Xi) have significant coefficient when fit simple
regression model which X; as response variable and X;; as
predict variable. If the Boolean network algorithm use the
selected variables to find Boolean function, the computing
time of the algorithm will be reduced significantly.
1. For the ith gene, fit simple regression model (3) for »n

pair of (i, j),j=1,2,...,n

Xi,r+1 = ﬂo +ﬂlXj,t (3)

2. Select all genes having significant coefficient with ith

gene

In our Boolean network program, best-fit extension
problem method is used to find Boolean function [8,12].
Instead of searching for the connections among all (n) genes,
we only use selected variables to find the Boolean function
for ith gene. This method effectively eliminates the less
informative genes which do not affect the ith gene.

2.2 Regression based network method

Regression-based network construction is a network

building method using regression model which have the

largest adjusted R-square value(s).

1. Set the maximum indegree &

2. For the ith gene, construct all possible ,C; (I=1,...,k)
models, where the model has following form (4) : with
the ith gene as response variable and & genes as

predictor variables
k
Xin=p+ Zﬁqu,x )
I=1
3. Select a model having the largest adjusted R-square
value.
4. Determine the directions and positive, negative effects
between the variables

B, > 0 means positive effect (X, ,,, «— X,,)

I+

B, < Omeansnegativeeffect (X, 4 X},)

3 RESULT

3.1 Simulation data

We simulate two set of artificially generated network with
binary data (Figure 3). Each of these data sets contains eight
genes with ten time points and it has four different initial
experiments without noise. The only difference of network
1 and network 2 is maximum indegree. Network 1 has two
maximum indegree and network 2 has four maximum
indegree level.
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(a) Networkl

(b) Network2
Figure 3 : Generated simulation network

3.1.1 Regression based variable selection method in
Boolean networks

We set the maximum indegree, k=3, in Boolean network
program. Figure 4 is the result of network examples using
regression based variable selection method in Boolean
network. Network 1 shows exactly same structure with
generated network (Figure 3 (a)). In network 2, however,
the edges having more than maximum indegree, k=3, were
not found.

(a) Network 1 (b) Network 2

Figure 4 : Result of networks using Boolean network
with regression based variable selection method.

3.1.2 Regression based network

Figure 5 shows the result of network structure using
regression based network method. Network 1 (Figure 4 (a))
has the same topology with the original network structure.
In network 2 (Figure 4 (b)), the edge between X and X,
was not found because the maximum indegree k=3, but it
provided more accurate result than that of Boolean network.

(a) Network1

(b) Network2

Figure 5 : Result of networks using regression based
network method

3.2 Compariosn of computing times

To compare the computing times using proposed variable
selection method, we simulate the binary data with several
genes. The simulation was performed when the maximum
indegree k=3 and 4. Figure 6 shows the result of time
consumption using the original Boolean networks (b) and
Boolean networks with proposed variable selection method
(2). The result of original Boolean network algorithm shows
50000 second when it contains total 50 genes with
maximum indegree k=4. But the Boolean network algorithm
with regression based variable selection method has about
600 second. Although the proposed method still depends on
the relationship among individual genes, the method could
reduce the computing time in Boolean network construction
significantly.
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Figure 6 : Computing times using Boolean network with
regression based variable selection method (a) and
original Boolean networks (b). Red line and blue line
represent maximum indegree k=4 and 3, respectively

3.3 Caulobacter crescentus example

Our regression-based network method is applied to using
Caulobacter crescentus gene expression data. Caulobacter
crescentus, an innocuous, single celled organism that lives
in water, was been sequenced in 2001. The microbe has one
circular chromosome containing some 3,700 genes. Dispite
this simplicity, a single Caulobacter crescentus cell divides
into two cells that differ in structure and function — it is an
ideal model system for the mechanisms of asymmetric cell
division and has been studied thoroughly. Like stem cells,
the stalked cell continually gives rise to a new swarmer cell
at each cell division. The stalk is a thin cylinder growing out
of one pole of the cell. The motile swarmer cell has a
flagellum. Caulobacter is an good model system to study the
mechanism of an asymmetric cell division [17,18]. Also, a
strong  correlation  between  cell-cycle  dependent
transcription and protein synthesis was reported [19]. We
thus experiment with our regression-based network method
for use this time series microarray gene expression data set
which containing 11 time point slides on 1444 ORF probes
[41.

The ctrA gene regulate many genes in several
functional categories and provide the clusterd gene set [4].
Figure 7 is the ctrA regulatory network governing
Caulobacter cell cycle progression. We construct the gene
regulatory networks using regression based network method
for three different set of genes: flagella biogenesis, DNA
methylation and cell division. Before build the network
structure (Figure 7), we include the ctrA gene in each group
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to compare the published information. Figure 8 is the result
of constructed network for three groups. The edges in
Figure 8 show the ctrA gene regulate the fla, ccrM, fisZ
genes as a transcription facter [17,18].

Direct reguiation
= A
ey T (CekA-P .
;;::cm-pmf S Figure 7 : The CtrA
i fi0 regulatory network
”“’”c“"” = governing Caulobacter
CerM cell cycle progression.
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(b)DNA methylation
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Figure 8 : Result of networks using regression based
network method in Caulobacter cell-cycle progression.
(a) Interaction of genes
ctrA:ORF00839, fla:ORF02752. (b) Interaction of genes
in DNA methylation ctrA:ORF00839, ccrM:ORF03051
(c) Interaction of genes in Cell division.
ctrA:ORF00839, fisZ:ORF07201

in fragella biogenesis."

4 DISCUSSION

Boolean network construction is useful to build a gene
regulatory network because if gene expression data contain
a considerable amount of noise, the binary transformation of
the expression data can significantly reduce the error (with
proper normalization methods) [14]. However, in Boolean
networks, the higher indegree value is, the heavier is its
computing time (exponentially). Therefore, our proposed
variable selection method is effective in studying the large
scale gene regulatory network analysis due to its
computational  advantage. But Boolean network
construction still has a drawback that may cause a loss of
information for the data binarization.

Regression based network method is simple and
efficient in the sense that this method directly utilizes the
continuous gene expression ratio data both to improve the
network estimation accuracy without loss of information
and to reduce computing time using statistical approach. It
could be useful to compare the dynamics between
experiments because this approach does not need several
experiments with different initial condition to fit a single
network model.

Our proposed regression based network construction
selects the regression model with the largest adjusted
R-square. It, however, does not use other models that may
have similar high adjusted R-square values. In the future
studies, we plan to extend the probabilistic approach that
can consider such multiple competing regression models
[20]. The use of probabilistic framework [20], promoter
sequence analysis [21] and time-lagged clustering [22] may
also improve the regression based network model to
capture the complex dynamics in biological systems.
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