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ABSTRACT:

Recently, as the size of genetic knowledge grows faster,
automated analysis and systemization into high-throughput
database has become hot issue. One essential task is to
recognize and identify genomic entities and discover their
relations. However, ambiguity of name entities is a serious

problem because of their multiplicity of meanings and types.

So far, many effective techniques have been proposed to
analyze documents. Yet, accuracy is high when the data fits
the model well. The purpose of this paper is to design and
implement a document classification system for identifying
entity problems using text/data mining combination,
supplemented by rich data mining algorithms to enhance its
performance. we propose RTPost system of different style
from any traditional method, which takes fault tolerant
system approach and data mining strategy. This feedback
cycle can enhance the performance of the text mining in
terms of accuracy. We experimented our system for
classifying RB-related documents on PubMed abstracts to
verify the feasibility.

1 INTRODUCION

Genes and their transcripts often share the same name and
there are plenty of other examples of the multiplicity of
meanings in bicinformatics area. The task of annotation can
be explained as identifying and classifying the terms that
appear in the text according to a predefined classification.

Automated text classification is to classify free text
documents into predefined categories automatically and
whose main goals is to reduce the considerable manual
process required for the task. Traditionally, classification of
texts is done either statistically or using NLP(Natural
Language Processing), information retrieval and machine
learning.

Simple statistical approaches are efficient and fast but
usually lack deep understanding, and are hence prone to
ambiguity errors[2,4,5]. Knowledge based NLP techniques,
however, are very slow even though the quality of the result
is usually better than that of statistical approaches[1]. Most
‘techniques are based on some typical models but,
classification accuracy will be high when the data fits the
model well.

In this paper, we propose a new approach based on a
reinforcement training method and text/data mining
combination. We show that we do not need to change the
classification techniques itself to improve accuracy and

flexibility. For this purpose, we built a simple conceptual
model of substances and sources to define the knowledge
distance[13,14,15,16]. Based on this ontology, the names of
protein, DNA, RNA, source and other molecular that appear
in the abstract can be tagged accordingly. These names are
considered to be relevant to the description of biological
processes, and recognition of such names is crucial for
understanding higher level ‘event/ interaction’ knowledge.

2 DESIGN AND METHOD

In this paper, we present a refinement system to improve
classification performance of documents laid by decision
boundary nearby. The proposed system was designed in a
different style from any traditional method, which takes a
fault tolerant system approach and data mining strategy. The
two important parts points of the system are reinforcement
training and post-processing parts. First, main point of the
training method deals with the problem of defining
categories to be classified before selecting training sample.
Second, the post-processing method deals with the problem
of assigning category, not performance of classification
algorithms.

2.1 Category Design and Definition

Most training algorithms have dealt with some problems
based on selection and number of training documents under
a fixed condition of target category. We expand the problem
into design and definition of category.

We defined some types of class for classification purpose.

sdefinition 1. C = {c, C.., cu} is a set of final target
categories, where c; and c; are disjoint each other.(i # j)

edefinition 2. ¢,'= { a1, Cn2, ... ,Cnk } 1S 2 Set of subcategories
of target category ¢; , where each c,; are disjoint.

~definition 3. X = { xi, X2 .. Xn1 } is set of intermediate
categories. The data located around decision boundary
belongs to X. Also, unclassified documents are
denoted by X, meaning special category for the
documents in need of assignment to target category in
later.

« definition 4. Li = [ li,li2, ... ,lim] is a list of candidate
categories which is list ranked by score in
classification result of input document D; Where, 1;, is
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the highest candidate category of input document D;
we simply mention L;; lj is ordered pair of (c, s),
where ¢c€ECUX, s is real number between 0 and 1,
given by system. A value of pruning parameter, m,
must define larger then number of target category, n.

* definition 5. P is a pivot category. It denotes the highest
intermediate category in Li. If intermediate
categories lies in a row, we merge them.

* definition 6. Tr(c) = U, Tr(ck) is a set of training
documents for target category c;.

« definition 7. T = Tr(c) U Tr(x;) is a set of training
documents for input documents D, which represents
classification goals about D

Figure 1 shows the outline of defined categories. We added
intermediate category to assign documents laid by a
decision boundary. These texts generally lead to poor
performance and contain multiple topics and multiple
features in similar frequency; such as junk mail and various
unrelated business letters. These are typical cases which
induce false positive error and lower accuracy. The actual
training is performed on a set of subcategories and
intermediate categories, which is illustrated by figure 2.

target category

target category without subcategory +
intermediate category

target categary with subcategary +
intermediate category

Figure 1. outline of arrangement training data in RTPost System

2.2 Text/Data Mining Combination based on
Reinforcement Training and Post-Processing :
RTPost System

The research on improving the text categorization
performance in recent years, has focused on enhancing
existing classification models and algorithms itself, however,
their range has been limited by feature based statistical
methodology. In this paper, we propose RTPost system of a
different style from any traditional method, which takes a
fault tolerant system approach and data mining strategy. The
two important parts of RTPost system are reinforcement
training and post-processing.

The main feature of our system is the way we combine data
mining and text mining so that they can complement each
other. It is based on the structural risk minimization
principle for error-bound analysis. We use text classification
based on text mining method as a front-end system which
performs clustering and feature extraction basically. The
output of the text mining, then, is fed into a data mining
system, where we perform automated training using a
neural net based procedure. The output, in turn, provides a
guideline to the text mining system. This feedback loop can
be repeated until the outcome is satisfactory to the user.

In this section we describe our propose method focusing on
refinement training and post-processing.

2.2.1 Target Category Definition for Training

Figure 2 shows a basic idea of proposed training method.
The separate line among target categories, C, and C, seem
semantically certain. However, decision boundary is not line
but region even though pre-labeled documents, the data in
the region will be predicted as false positive. Thus we
separate the training set into target and intermediate.

o=,

Hocument

set

general method

proposed method

Figure 2. Organizing method of training data

2.2.2 Post-Processing

Since the statistical information derived from those existing
classification methods is usually unreliable and serious
mismatching between the selected candidate class by
system and actual class tends to occur.

Input : Document D, Candidate category list L; normalized and resorted
by descend order

Stepl : for i= 0 to N(= number of input documents) {
If (D;* > min_support)&&((L"score > min_value)||
(Li"'score - L*score > diff_value))
then assign D, to L' else assign D; to X
}

Step2 : for n=0 to N (= number of unassigned documents in stepl) {
for n=0to N (= number of target category) {
Calculate distance of category between P, cux
Dist(P, c.) = RDP,c; )*¥Wp,
} assign D; to more closer side ¢,

}

Figure 3. Step 1 and step 2 in post-processing: assignment a category to
documents using initial scores

The main goal of post-processing method in RTPost system
is to overcome the problems and limitations of traditional
methods with the mining process approach which is focused
on risk minimization analysis. The proposed method
consists of two stages. The front part is to assign a category
to documents using initial scores from text classification
result. Then, the second to make feedback rules to give
guideline to the previous step is following. Figure 3 is the
pseudo code for step 1~2, which performs comparisons
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using rank scores and total scores. We define a simple rule
to assign a category using the initial scores. When the result
satisfies the threshold value, it is fixed as the final result. In
step 1, min support, max_value and diff value are
parameters given by the user.

In step 2, we compare category distance between pivot
category and subcategory. For the rest of the documents in
previous step, we define two functions using category
distance between class P, c,. The result of step 2 is computed
through (1), then, is determined as ¢, which minimizes the
valve Dist(Pc,), like (3). Figure 4 shows computation
examples between pivot category, P and candidate
categories, ¢, and the right side of arrow presents the final
target category.

Dist(P,ca)=) RD(P,cy )* Wy

¢ € L : list of candidate category,
m= rank order of ¢k

M

RD(x, y) means the value of the simple ordinal rank
distance between x and y, if x and y are adjacent, the value
is 1.

w,, =log (,/(m +a))

- lo @
weight in rank of .,
o : control parameter

Assign : Min={DiskP, c)} 3

In step 3, we make another training data for pattern analysis
using the results of step 1 and step 2, which is useful in
uncommon cases. Figure 4 shows how computation is done
in each candidate lists based on actual experimental data.
As input values, rank scores and difference of category
distance are used. We perform data mining analysis with
these uncommon patterns, then, we gets valuable rules
which is made of previous candidates pattern as condition.

Finally, we use text mining as a preprocessing tool to
generate formatted data to be used as input to the data
mining system. The output of the data mining system is
used as feedback data to the text mining to guide further
categorization

In step 4, we analyze the entire process until classification
of document D; is complete. As values are input the
integrated results of previous steps are used. The goal is to
minimize classification error in RTPost system and
maintain stability in a fault tolerant manner. The fault
tolerant system is designed to automatically detect faults
and correct a fault effect concurrently at the cost of either
performance degradation or considerable hardware or
software overhead.

Table 1. Evaluation matrix for effectiveness by variance of results

progress Result from each step (feedback time =1)
C,'stepl | C,'step2 | C,2 {C,.i' stepl | C,y' step2 | Cpi?
dy X 1 1 1 - - | Good
d; X 0 1 1 - - | Good
d; X 0 0 1 - - Poor
ds 1 1 1 1 - - Fair
ds 1 0 1 1 - - Fair
ds 1 1 0 1 - - | Poor
d; 1 0 0 1 - - | Poor
ds 0 1 1 1 - - 1'Good
dy 0 0 1 1 - - 1.Good
dyo 0 1 0 1 - - | Poor
v ¥ v v - R

In our system, the types of faults include design errors,
parameter errors and training errors. We integrated the
results from each steps and made evaluation matrix such as
the one seen in table 1. Table 1 is evaluation table of the
classification progress, designed to catch out the errors
where C:. process, n refers to feedback time, and e is a type

of input date; ‘1’=documents, ‘2’ = candidate lists of
documents, process refers to stepl and step2.

L ! 2 3 4 5 : ot i i
0, N\ 6=0@ | =019 | @029 | tomo3y | g omozy | DIt | Seel | Step2 | Ascion | Ackial Class
1 | c, | .8 ot [ c, | 0| 72633 |cuCy| - C, C,
2 |c, | 39 13] % |.aa| as X c, C, c,
3 | % | 28 15| x | o1 | si442 % c, c, c,
4 | % | .28 16| c, | 15| 8712 | x c, c, c,

Pivotcalegory

Figure 4. Assignment examples by computation of distance between pivot category and
candidate categories defined categories and experimental condition in step 3
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We denote 1 when each predicted value is true, and we
denote X when the document was unclassified. We can
expect the location of the error which occurred within the
analysis of these variances in the matrix. In step 1, the
errors are caused by parameters and the category scheme,
and in step2, computation of distance between pivot
category and target categories is an important factor.

Based on this table, we define an effectiveness function to
assess how well the process performs. We classify results
into 3 states: good, fair, poor and simply make an
effectiveness function, like (4).

E(RTPos)= %[ZGooz(dl Ix beneﬁt+% ZFair(d,) - % ZPoor(d, )x penalt)z|

1C))
benefit =log (n) + 1.0 (5)
penalty =log (n) +1.5 ©)

If documents d is located around the decision boundary and
the result value in stepl is true, then we regard it as a
‘good’ case, this means that the RTPost system works very
well. If d;is not located around decision boundary and the
result values in stepl and step2 are both false, then we
regard it as a ‘poor’ case, this means that there were
problems within the entire process. So we deduct a penalty.
Also, if d,is not located around the decision boundary and
the result value in stepl is true, then we regard it as a “fair’
case, this means that there is no critical problem in the
process. (6) and (7) are weight values for ‘good” states and
‘poor’ states. For inctance, the range of E(RTPost) is -
4.5 < E < 4, when 1000 test documents were used. At this
time, there are above 30% of ‘poor’ cases without any
‘good’ cases, then, E(RTPost) has the score below 0. If the
E(RTPost) score is lower than the defined reasonable value,
we need to assess that there are critical problems
underlying the entire process.

3 EXPERIMENTS

We experiment our system in a field where ambiguous
words can cause errors in grouping and affect the result. In
particular, we focused on the Rb(retinoblastoma)-related
documents from the PubMed abstracts. The main difficulty
of automatic classification of Rb-related documents is the
ambiguity of the intended meaning of Rb, which can only
be interpreted correctly when full context is considered.
Possible interpretations include cancer(C), cell line(L),
protein(P), gene(G), and ion(I).

3.1 Classification for Disambiguation of ‘RB’

We took these above 5 categories(C, L, P, G, I) as the target
Category. Our goal is to identify the words 'Rb' or
‘retinoblastoma’, in the Rb-related documents through the
classification task. The examples of the successful tagging
is as follows :

(1) P130 i mediates TGF-beta-induced cell-cycle arrest inn Rb
mutant HT-3 cells. (gene)

(2) The INK4alpha/ARF locus encodes pl4(ARF) and
pl6(INK4alpha) , that function to arrest the cell cycle
through the p53 and RB pathways, respectively. (protein)
(3) Many tumor types are associated with genetic changes in
the retinoblastoma pathway, leading to hyperactivation of
cyclin-dependent kinases and incorrect progression through
the cell cycle. (cancer)

The Y79 and WERI-Rb1 retinoblastoma cells, as well as
MCF7 breast cancer epithelial cells, all of which express T-
channel current and mRNA for T-channel subunits, is
inhibited by pimozide and mibefradil with IC(50)= 8 and 5
microM for pimozide and mibefradil, respectively). (cell
line)

@

3.2 Experimental Setup

In RB-related documents, most documents are connected
with protein(P), gene(G) and cancer(C). Hence, there are a
few documents connected with ion(I) and which are very
small. Therefore, we must first classify a set of categories,
C={l, others}, then perform a one-against-one classification
about C={P, G D}. In this paper, we test 3 classes and
define categories as seen in table 2. Each target category
was equally divided into two parts and added two
intermediate categories. Finally, we perform classification
on the set of candidate category, S={P1, P2, X1, G1, G2, X2,
D1, D2}.

For the experiments, we collected approximately 20000
abstracts from PubMed and we verified our results using a
test sample of 200 abstracts. Each training set consists of 30
documents containing incorrect documents for evaluation.

We carefully selected 100 of documents to verify the system.
In actual fact, these documents caused high classification
errors, mainly since these have many ambiguous features
and their contents are very intricate, The classification
results of these documents showed good input patterns for
step 2 and good training data and test data.

Table 2. Defined categories and experimental condition

" Number of training documents
Definition of category (correct + incorrect)
Target Candidate Intermediate o Total
category (C) category (S) category(X) Cormrect documents | Incorrect documents (10%) (300, 318)
. P1 30 5
Protein B 3% 1 60(36)
X1 60 0 60
Gl 30 3
Gene & ) 3 60(36)
X2 60 0 60
Disease, D1 30 6
Cancer D2 30 0 60(36)




Table 3. Result : existing method and RTPost method using training data with correct documents

Protein

Gene

Disease

method T ‘}ier‘ftim—lailtie Accuracy Predict Power | Predict Power | Predict Power Misolassification rate
Naive Baysian 0.69 51% 82% 74% 31%.
SVM 0.74 64% 83% 76% 29%
RTPost Algorithm(with Naive Baysian) 0.89 81% 94% 92% 11%
RTPost Algorithm(with SVM) 091 88% 91% 94% 8%
Table 4. Result : existing method and R7Post method using training data containing incorrect documents
mctl;o; T T _Pfiftirlilajlce Acouracy Preg;t;i:wer Pred?c?;fower Prelzd)::te;?wcr Misclassification rate
Naive Baysian 0.45 52% 65% 17% 55%.
SVM 0.47 54% 61% 26% 64%
RTPost Algorithm(with Naive Baysian) 0.85 84% 92% 75% 15%
RTPost Algorithm(with SVM) 0.87 7% 91% 81% 11%

Incorrect documents were deliberately added to the training
data for testing purposes. The aim of the experiments was to
compare the stability and consistency in training sample
error and a special quality of classifiers.

Two classification techniques, Naive Bayesian and Support
Vector Machines(SVM), have been tested in the proposed
method as the base classifier in text mining. And we use
Neural Network as pattern classifier in data mining. SVM
has been proven to be a superior classifier in binary
classification.

However, SVM is more sensitive to training sample
distribution and does not generate substantial training error.
For comparison, we use Neural Network getting low
explanatory power because it is one of superior classifiers.

We defined parameter values for assigning documents in
text classification, as shown by figure 3, min_support=100
(bytes), min_value=0.6, diff value=0.2. Analysis was
performed based on effectiveness factor, 0.5 and one-time
feedback.

Figure 5. 3*3 matrix to obtain positive predict power rate.

We use positive predict power and error as the evaluation
measures as 3*3 matrix, as shown in figure 5, which is
‘much simpler and a more suitable method for this
experiments. Error is the ratio of the sum of the numbers of
false positives and false negatives to the total number of
documents.

3.3 Experimental Result and Discussion

Table 2 shows the experimental results on the correct
training data. According to the results, our method works
very well when applied to the Naive Bayesian or SVM
classifiers. Especially, SVM and NP perform badly on
protein class, which is the fraction of protein-related
documents that have high complexity and multiplicity with
sharing multiple topic and features in similar frequency.

Hence, our system is relatively successful as it enhances
both classifiers with overwhelming improvement. The
refined classifiers are on average about 25% better the
original. More importantly, our method has high predicting
power about gene class consisting of ‘Gene’, ‘DNA’,
‘mRNA’ as its main features, and cancer class consisting of
‘cancer’, ‘disease’ and so on.

Table 3 shows the experimental results on containment of
the incorrect training samples. According to the result, the
accuracy of original method decreased 0.45 and 0.47. It is
well known that Naive Bayesian is less influenced by
training error, however, it’s predicting power drops down to
17% in “disease’ class. This clearly shows that the important
features among the classes were generalized because of
incorrect documents. Also it reveals the assignment problem
and the limitation of improving performance by reforming
computation methods based on probability models or vector

Hence, our method significantly improved stability on
training error although accuracy was likewise decreased.
Our system is on average almost 100% better than the
original. In addition, our technique also reduces all the error
rates substantially.

(class) Gene Protein Cancer
Positive predict
Oene |power models.
Protein Dositive predict
power.
Cancer

In previous research, we used newsgroup data collected
from Usenet articles. We performed classification on their
sub categories to test classification power of our method.
There are four main categories, Computing(comp),
Recreation(rec), Science(sci) and Talk(zalk). There are no
differences among the main categories, i.e. ‘comp’ and ‘sci’.
But, it made some difference in sub categories and was able
to perform classification with a high success rate, also a
remarkable results were achieved in the lowest sub
categories, e.g. comp.sys.mac.hardward’ and
‘comp.sys.ibm.hardward’.
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We have shown that our system has high accuracy and
stability in actual conditions. It wholly did not depend on
some variables which are important influence to
classification power such as number of training documents,
selection of sample data and performance of classification
algorithms.

4 CONSLUSION AND FEATURE WORK

In this paper, we proposed a refinement method to handle

the problem of identifying entity using text/data mining
combination and training method. It provides a
comparatively cheap alternative to the traditional statistical
and NLP methods.

We applied this method to analyze Rb-related documents in
PubMed and got a very positive result. Since the proposed
system is developed in component based style, it can be
easily expanded to deal with other documents, or other
mining algorithms. We plan to extend our experiments, and
apply our techniques to other applications, such as
identifying new patterns as well as extracting new relations
from bio literatures.

Generally, in machine learning area, which data to analyze
and what method is operated are most successful key. In
SVM, which kemel function is applied, how variables
declared and which way is used for multi-classification
problem are most critical. The causes which may be able to
affect RTPost system are organization method of training
data using intermediate categories, the maximum and
minimum figure of parameters used to assign categories and
effectiveness function. These elements are used to guarantee
and supply for previous results.

In the future, we would like to simplify the effectiveness
function without raising the running costs of the entire
process.
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