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Abstract: This paper proposes a model for information filtering (IF) on the Web. The user information need is described into two 
levels in this model: profiles on category level, and Boolean queries on document level. To efficiently estimate the relevance between 
the user information need and documents by fuzzy, the user information need is treated as a rough set on the space of documents. The 
rough set decision theory is used to classify the new documents according to the user information need. In return for this, the new 
documents are divided into three parts: positive region, boundary region, and negative region. We modified user profile by the user’s 
relevance feedback and discerning words in the documents.  In experimental we compared the results of three methods, firstly is to 
search documents that are not passed the filtering system. Second, search documents that passed the filtering system. Lastly, search 
documents after modified user profile. The result from using these techniques can obtain higher precision.
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1. INTRODUCTION

The World Wide Web, with its large collection of
documents, is a storehouse of information for any user. Search 
engines help users locate information. But these search 
engines usually return a huge list of url’s which are ordered 
according to general relevance computation function. Most of 
the users find a large proportion of these documents to be 
irrelevant.

For these reasons, many researches in the field try to
improve the result from search engine. Phaitoon S, Ouen P [1]
presented the method to improve result s by using genetic 
algorithm. Query is encoded into chromosome. The results 
from search engine are evaluated by fitness functions to find 
the best chromosome. This chromosome represents the
relevant document ranking that will present to users.

In this research, we apply  rough set decision theory to 
classify the retrieval documents according to the user
information need. To efficiently estimate the relevance
between the user information need and documents by fuzzy [7,
8]. We will modify user profile by the user’s relevance 
feedback and select key-terms in the documents from decision 
table.

2. THE USER INFORMATION NEED

In this section, we first analyze the general format of 
information on Web sites, and then we introduce the method 
of representing user’s queries.

In order to manage vast information, people often classify
information into several categories. For example, the books in 
library can be divided into some categories, e.g. Science, 
Sociology and Sport. Based on this natural way of structuring 
categories [5], most Web sites use this hierarchy like the 
example in Figure 1 to store their own information.

Fig. 1 The structure of storing information of Web sites

In Figure 1, the first level is the home page address (e.g. 
http://ciir.cs.umass.edu/cdi-bin/w3msql/pulication_
database/publications-edit.html) of this Web site, the second
level includes all of the categories, and the third level is the 
documents (all research papers).

From this view point, the concept space might be a
hierarchical structure (as in Fig. 2) under a particular theme so 
that people can easily find certain areas of interest.

Fig. 2 Concept-based hierarchical structure.

In our research, we allow users to describe their
information needs on user concept space. There are two levels 
in an user concept space: category level and document level. 
The user information need consists of profiles on the category 
level and queries on the document level.

Under this strategy, users can firstly describe profile on 
category level with the weights within a particular field, given 
within the set:
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where [ ]1,0∈
iCCP ( )mi ≤≤1  is the weight that a category iC

is interest to users.
Secondly, the user can provide term sets:
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to different interesting categories, where

u iu iu iu i mCCC ttt ,2,1, ,,, K  are the terms for category iC

( )mi ≤≤1
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3. ROUGH SET BASED IF MODEL

The rough set model was proposed by Pawlak [6] in the 
early 1980s. It is an extension of standard set theory that 
supports approximations in decision making. The main goal of 
rough set analysis is to synthesize approximation of concepts 
from the acquired data [3]. That is partition objects into
disjoint equivalence classes. Objects with in the same
equivalence class are indistinguishable with regard to the 
relation.

Let U  denote a finite and non-empty set called the

universe and let UUR ×⊆  and R  be an equivalence relation 

the partitions U , that create approximation ( )RUaprR ,= . Let 

the partition be denote as { }nCCCRU ,...,,/ 21= , where nC is

an equivalence class of R .

Given an arbitrary set UA ⊆ , it may be describe A

precisely in the approximation space ( )RUaprR ,=  by a pair 

of lower and upper approximation. Then we can interpreted by
three ordinary sets:

Reference set:

UA ⊆
Lower approximation:

( ) [ ]{ }AxUxAapr RR
⊆∈=

Upper approximation:

( ) [ ]{ }φ≠∩∈= AxUxAapr RR

By definition, ( ) ( )AarpAAapr RR
⊆⊆ . The pair

( ) ( )( )AaprAapr RR
,  is called a rough set with reference set A .

From the above description, we use rough set to derive 
decision rules [4] that classify incoming documents into three 
regions: the positive region POS(XR) in which all documents 
are relevant, the boundary region BND(XR) which includes 
some relevant documents, and the negative region NEG(XR) in
which all documents are irrelevant:

( ) ( )RR XaprXPOS =

( ) ( ) ( )RRR XaprXaprXBND −=

( ) ( )RR XaprDXNEG −=

Figure 3 illustrates the set of relevant documents and the 
positive, boundary and negative regions.

Fig. 3 The set of relevant documents and its POS, BND and 
NEG regions

In terms of decision-theoretic [9] language, we have a set 

of states { }RR XX ¬=Ω , , indicating that a document is

relevant or not based on whether it belongs to RX  or RX¬ .

A set of action { }321 ,, aaaAd = , representing three actions,

≡1a deciding ( )RA XPOSd∈
≡2a deciding ( )RA XBNDd∈
≡3a deciding ( )RA XNEGd∈

where, d  is the current document under consideration.

Now let ( )Ri Xda ∈λ  denote the loss incurred for taking 

action ia  when document d in fact belongs to RX , and 

let ( )Ri Xda ¬∈λ  denote the loss incurred for taking action

ia  when document d  in fact belongs to RX¬ .

Thus based on the above definitions, we can express the 

expected loss ( )daL i , associated with taking the three

individual actions as:

( ) ( ) ( )dXPdXPdaL RR ,, 12111 ¬+= λλ

( ) ( ) ( )dXPdXPdaL RR ,, 22212 ¬+= λλ (3)

( ) ( ) ( )dXPdXPdaL RR ,, 32313 ¬+= λλ

where ( )dXP R ,  is the probability that d  belongs to RX ,

( )dXP R,¬  is the probability that d  does not belongs

to RX¬ , ( )Rii Xda ∈= λλ 1 ,and ( )Rii Xda ¬∈= λλ 2 , where

3,2,1=i

From Eq. (3), the Bayesian decision procedure leads to the 
following minimum-risk decision rules (RP), (RB) and (RN):

( )RP

( ) ( )daLdaL 21 ≤ && ( ) ( )daLdaL 31 ≤ 1aa

( )RB

( ) ( )daLdaL 12 ≤ && ( ) ( )daLdaL 32 ≤ 2aa

( )RN

( ) ( )daLdaL 13 ≤ && ( ) ( )daLdaL 23 ≤ 3aa

Consider a special kind of loss functions with 011 =λ
10 21 << λ , 131 =λ  and 112 =λ 10 22 << λ 032 =λ . The 

loss of classifying document d belonging to RX  into the 

positive region ( )RA XPOS  is zero; the loss of classifying 

document d belonging to RX  into the negative region 

( )RA XNEG  is 1, the biggest loss incurred; and the loss of 

classifying document d belonging to RX  into the boundary 

region ( )RA XBND  is strictly less than 1 and strictly greater 

than zero. We obtain the reverse order of losses by classifying 

document d that does not belonging to RX . For these type of 

loss functions, the minimum-risk decision rules ( )RP , ( )RB

and ( )RN  can be written as:

(RP) Deciding ( )RXPOSd∈  if 

( )dXP R , > max
⎭
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(RB) Deciding ( )RXBNDd∈  if

21
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1 λ
λ
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( )≤≤ dXP R
21

221

λ
λ−

;

(RN) Deciding ( )RXNEGd∈  if

( )dXP R , < min 
⎭
⎬
⎫

⎩
⎨
⎧

− 21

22

1
,1

λ
λ

.

If we use 1 to represent the biggest loss, then we can 

consider 12221 ≤+ λλ , which implies

)1( 21

22

λ
λ
−

≤≤1
21

221

λ
λ−

Under these assumptions, ( )RP , ( )RB  and ( )RN  can be 

simplified into:

(RP) Deciding ( )RXPOSd∈

 if ( )dXP R , >
21

221

λ
λ−

(RB) Deciding ( )RXBNDd∈

if
21

22

1 λ
λ
−

( )≤≤ dXP R
21

221

λ
λ−

(4)

(RN) Deciding ( )RXNEGd∈

 if ( )dXP R , <
21

22

1 λ
λ
−

The process of how a classification is made on a particular 
document begins by using the user profile and Boolean
queries. Based on the user information need and the document 
under consideration, the process decides whether that
document belongs to the positive, boundary or negative 
region.

In order to use rough set base decision rules, the problem is 

how to estimate the value of ( )dXP R , . We use fuzzy to do 

this estimation by following formula:

( ) ( ) ( ) ( )( )( )∑∑ ×+= CPDCPCQR ttCPtdXP
i

µµµ ,max, (5)

in which:

• ( )tQµ  is member value of each terms in query Q

belonging to document d which can be define as: ( )tQµ  = 

j

jk

w

w

max

,
; where jkw ,  is the weight of term k  in query Q

belonging to document jd , and jwmax  is the maximum 

weight of term in query Q  belonging to document jd ;

• ( )CP tµ is member value of each terms in term sets 
u iCt  of 

user profile which can be define as: ( )CP tµ  = 
iff

iffi

max
;

where iiff  is the influence factor of term
u iu i mCt , , and

iffmax  is the maximum influence factor of term 
u iCt ;

• ( )CPD tµ is member value of each terms in term sets 
u iCt

belonging to document d which can be define as: ( )CPD tµ  = 

j

ji

w

w

max

,
; where jiw ,  is the weight of term 

u iu i mCt ,  in user 

profile belonging to document jd .

4. MODIFICATION OF USER PROFILE

WITH MOST DISCERNING WORDS

From user’s relevant feedback which is rated by the user is 
converted to a weighted vector of words. The most unique 
aspect of our system is the introduction of the rough set 
theoretic concept of discernibility to identify words which 
help in distinguishing between relevant and irrelevant
documents. To calculate the weights of words, we use the 
HTML source code of the pages. Since each tag like
<TITLE>, <B> etc. in an HTML document has a special 
significance [2]. We have given tag weights in the range of 1-
10. The plain words have a weighing factor 1. The weight of a 

particular word s  is then computed as follows:

( ) ∑
=

×=
m

i

ii nwsW

1

(6)

where iw  represents the weight of tag i  and in  represents the 

number of times the word s  appears within tag i , and m  is 
the total number of tags considered. The weights are
normalized by dividing the weight of each word in a document 
by the maximum weight of a word in that document. We now 
take a look at the decision table constructed with the weighted 
word vectors as shown in Table 1.

Table 1 A decision table TD  for documents

Documents W1 W2 W3 W4 Decision

D1 1.0 0.1 0.9 0.2 1 (good)
D2 0.5 0.5 0.9 0.75 0 (average)

D3 0.0 1.0 1.0 0.9 -1 (bad)
D4 0.2 0.9 0.9 0.9 -1 (bad)

Let us suppose the number of distinct documents in user’s 

relevant feedback is N  and the number of distinct words in 

user’s relevant feedback is k . We will now show how the 
discernibility table for this set is constructed. For each distinct 
word in the domain, its weights are arranged in ascending 

order. An interval set sP  is the constructed for the word s ,

which is defined as 

[ ) [ ) [ ){ }12110 ,,,,,, += rrs IIIIIIP K ,

where 1210 +<<<<<= rrs IIIIII L (7)

For each interval in the interval set, the mid point of the 

interval is called a cut . Each distinct word s  is thus

associated with a set of cuts.

( ) ( ) ( ) ( ){ } RAcscscscs r ×⊂,,,,,,,, 321 K  where ic  is the mid 

point of [ ]ii II ,1− (8)

Let ∗
TD  denote the discernibility table. ∗

TD  is constructed 

with help of decision Table 1 and the cuts. ∗
TD  has one 

column for each cut induced over TD , and one row for each 
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pair of documents ( )ji DD , where iD and jD  have different 

decisions. An entry k
ijv  in ∗

TD  is decided as follows:

0=k
ijv in ∗

TD , if the document pair iD and jD  have 

different decisions but the weight of the word k  in both the 
document are on the same side of the cut.

ji
k
ij ddv −= , if the weight of the work k  in document i

is more than the cut and the weight of the word in document 

j  is less than the cut, and the documents have different

decisions id  and jd  respectively.

Otherwise, ij
k
ij ddv −= .

Finally, we will now analyze ∗
TD  to get the most

discerning words
However, since the original MD-Heuristic algorithm works

with a discernibility table in which all decision differences 
were considered as identical, we have modified this algorithm 
to find the most discerning words

The steps in the modified MD-Heuristic algorithm
followed by us are:

Step 1: Let W  denote the set of most discerning words. 

Initialize W  to NULL. Initialize rT = , where r  is 
the maximum difference in decision possible.

Step 2: For each entry in ∗
TD  consider the absolute value of 

the decision-difference stored there. If none of the 

absolute values are equal to T , then set 1−= TT ,

if 0=T  then stop else go to step 3.
Step 3: Considering the absolute values of decision

difference, choose a column with the maximal

number of occurrences of Ts .

Step 4: Select the word ∗w  and cut ∗c  corresponding to 

this column. Delete the column from ∗
TD . Delete all 

the rows marked in this column by T . Delete all 

columns for ∗w from ∗
TD .

Step 5: If majority of the decision differences for this
column are negative, than the world is tagged with a 
(-) sign to indicate that is a negatively discerning 
word. Otherwise it is tagged with a positive sign (+) 
to indicate that it is a positively discerning word.

Step 6: Add the tagged word ∗w  and cut ∗c to W .
Step 7: If there are more rows left, then go to step 2. Else stop.

This algorithm outputs a list of words, which collectively 
discern all pairs of documents rate by the user.

5. EXPERIMENTAL

To evaluate the performance, we use traditional evaluation 
methods precision. For an online Web retrieval, however, it is 
difficult to obtain all relevant documents. The resource of this 
trial is “http://google.co.th” and 650 documents were
downloaded which are classified as “Information retrieval and 
Database systems”. For various document cutoffs (i.e. 10, 15, 
20, 25) the precision has the similar trends, so we select cutoff 
value 15 to show the evaluation performance. The loss

incurred in the trial are 45.022 =λ  and 50.021 =λ . The query

we use is query Q  = {Fuzzy, Genetic} and user profile can be 

described as the follows:

In this trial, first, we searched documents that not  pass the 

filtering system by using query Q  and term sets in user

profile. The system returns 324 documents.
Second, we searched documents that passed the filtering 

system. The system returns 93 documents into the positive and 
boundary region and 68 documents into the positive region.

Lastly, we searched documents after modified user profile.
The system returns 51 documents into the positive and
boundary region and 37 documents into the positive region.

The results of the experiments on precision are displayed in 
Figs. 4, where the document cutoff is 15.
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Fig. 4 Precision curves.

This exp eriment shows that rough set based hierarchical IF 
models can obtain higher precision.

6. CONCLUS IONS

The very difficult problem in the topic of information
gathering from the Web relates to the methods used to
describe user information needs. The approach allows users to 
describe their information needs on user concept space rather 
than on the space of documents. Therefore, the task of IF 
models is to build the relationships between user concept 
spaces and the spaces of documents. A rough set base IF 
model has been viewed the user information needs as an
approximate concept over the space of documents. The other 
problem was to estimate relevant documents, so we introduced 
fuzzy set to solve this problem with promising results.
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