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Abstract: The false alarm data in intrusion detection systems
are divided into false positive and false negative. The false
positive makes bad effects on the performance of intrusion
detection system. And the false negative makes bad effects on
the etficiency of intrusion detection system. Recently, the most
of works have been studied the data mining technique for
analysis of alert data. However, the false alarm data not only
increase data volume but also change patterns of alert data
along the time line. Therefore, we need a tool that can analyze
patterns that change characteristics when we look for new pat-
tems. In this paper, we focus on the false positives and present
a framework for analysis of false alarm pattern from: the alert
data. In this work, we also apply incremental data mining tech-
niques to analyze patterns of false alarms among alert data that
are incremental over the time. Finally, we achieved flexibility
by using dynamic support threshold, because the volume of
alert data as well as included false alarms increases irregular.
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1. Introduction

There are several unsolved problems of the network
intrusion detection systems ( NIDS ). In order to manage
the network efficiently, we must solve the problem about
how to reduce the false alarm in Intrusion detection sys-
tem. False alarm is defined as alert that NIDS make to
respond to normal data. There are two kinds of false
alarm. One is a false negative that declines accuracy of
the NIDS. The other is a false positive that declines effi-
ciency of the NIDS. These kinds of a large quantity false
alarms caused decline of security service. Because of
reducing the correctness of the network, network admin-
istrator can’t protect the network. To protect the network
system, we need the framework that analyzes the false
alarms frequently. And, this tool can improve the effi-
ciency of the NIDS. According as alert data is usually
growing, alert data character continuously changes. In
order to analyze the growing alert data, we propose the
incremental mining technique.

In order to state this paper efficiently, we guide it as
follows. Section 2 describes the false alarm reduction
methods and the incremental mining technique as a re-
lated works. Section 3 describes the association methods
and incremental association technique. To test the in-
cremental association technique. we compared the pro-

posed mining technique with the previous one in the
fourth chapter. In the last chapter, we stated the profit of
this framework and conclude this paper.

2. Related Work

There are many studies of the methods to reduce the
false alarm to improve the network intrusion detection
system ( NIDS ) [3]. There are several tropical examples,
log data correlation analysis methods [4], an alert corre-
lation analysis [3. 6], a study of alert minimizing to util-
ize the data mining technique [1]{2]. and so on. But,
these kinds of studies have a defect in dependence on
selected data feature. Data mining is an act of analyzing
a database and searching for new facts based on the
original database. The process of data mining provides
knowledge in the form of rules and pattems based on
statistical analysis of data. The process is challenging
because the source databases from which the knowledge
is extracted are large and growing. The knowledge itsell
is time- varying, as some rules and patterns may hold at
present but not in the future [8]. We can use this mining
technique for reducing the volumes. using the method of
extracting the rule and filtering the alert data.

In this paper, we suggest the framework for false
alarm analysis using incremental mining technique. In-
cremental mining technique maintains the previous min-
ing rules. When some data are inserted into original data,
generally speaking, an old large itemset has the potential
to become small in the updated database. Similarly. an
old small itmeset could become a large one in the new
database {9]. In conclusion, Incremental mining is a
maintaining technique of the mined rules using the
minimum calculating [6].

3. Framework for the analysis of false alarm

In this paper, we made a framework using the incre-
mental techniques. The volumes and features of False
alarm data will increase and change by the time. For
analysis the false alarm data. previous data mining tech-
niques mined the whole data. But incremental mining
technique is just using the inserted data and mined data.
Following figure describes the whole framework of the
false alarm pattern analysis.
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Fig. 1. Falge alarm analysis framework

The whole framework consists of classification. NIDS
and analysis parts. The classification part (1) selects the
talse positive data using the classification rules, And
then hand the selected data to the NIDS. The NIDS make
the alert corresponding 1o the rules (2). And, continually
analyze the whole data and make the alert. We suggest
the false positive analyzer (3). We analyze the selected
false positive data using incremental mining methods.

3.1 Incremental updating module for the
rule : 1 — large items
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Table 1 is a list of the parameters used in this paper. In
order to analyze alert pattern, we apply and extend the
associalion mining technique. Incremental data mining
maintains the discovered rules. And the features are runs
as follows. The large items of the DB can remain the
large items in the database U, And the candidate of the
DB can regenerate the large items in the daabase U. To
generate the large items in U, we must check whole da-
wabase U. The process of the incremental mining 1s an
original database DB with increased database db. There-
fore this incremental mining technique is more efficient
than mining from scratch. But, this method has some
shortage. We maintain some additional mined data and
continuously use the same support value. To do the effi-
cient mining, we adjust the previous incremental mining
methods. So. we can change the support value.

The association rule X ~» Y bolds in DB with confi-
dence if ¢ %% of the fransactions in DB that contain X
also contain Y. The association rules X = Y has support
s in DB if's % of the transactions in DB vontains X W Y.
The problemn of mining association rules is to find out all
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the association rules whose confidence and support are
larger than the respective thresholds [9]. The association
mining passes through two phrases. At the firgt step, we
find the large itemsets that satisfy the minimam support.
At the second step, we find the rules that satisfy the
minimum confidence from the large itemsets. Since the
second step is generated easily using the large itemsets,
most studies concentrated on how 1o efficiently generate
the large itemsets [7]. Incrementsl association mining
technique generates many candidate items, and generates
the association rules using the mined data, The process
of the incremental association mining has two steps. The
first process is a {~ large items generating. The second
process is n+1 ~ large items generating using the n- large
items. Following figure describes the - large items gen-
erate process.
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Fig. 2. Incremental rule module 1- large items

The database DB is mined and maintained the large
terns and candidate. The large items in Updated U satis-
fied with the suppont (S { D+d ). Firstly, the large items
in the DB can remain the large items in U or can exclude
the large items in U. Therefore we check the large items
in DB and combined the large items with candidate
items in db. And then check the combined support value
{1). Next step. we check the candidate of DB (2, 3. The
candidate in the DB can rewmain a5 the candidate in U or
can regenerate the large items in U, But the candidate in
db can't generate large items in U when combined any
data in DB. So, we only check the farge items in the db
(2). and combined the data in the DB. And. check the
combined support value (3). Then, we can find all targe
ftems in U.

3.2 Incremental updating module for the
rule : n — large items alarm

The n-large items steps make a candidate and check
this candidate satisfied with the support value. If the
support of the Cn is satisfied. the Cn can remain L'n.
The Cn is generated by previous large items. Firstly, if
the Cn is large items in the DB, then it can be remained
in U or excluded in U. We check the count i DB and in
db. 1f the value (Ln.support + C'n.support} 15 bigger than
S{D+dy the Cnisthe L' nmm U ()
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Fig. 3. Incremental rule module n- large items

If the Cn is not large items, we must check the support
in the db. And, only the Cn is bigger than S(d) in the
db(2), we combined the support and check S (D+d). If
the support is bigger that S(D+d), the Cn is the L'n in
U(3). The Cn is not large items in the DB, we must
check the mined database DB and increased data db.
Until the db is empty or k-large items are zero, repeat
this process. To efficiently analyze of the incremental
data, we must minimize the new scan from the DB in the
third process of this figure. Incremental association min-
ing doesn’t deal the whole data U, but only uses the
mined data and increasing data. And it uses the mini-
mum scans the previous data. So. we can generate the
efficient rules. Following figure describes the steps of
the incremental association.

Fig.4. A description of the Incremental association mining

4. Experimental Evaluation

We compared incremental association mining with the
previous apriori-based algorithms. Firstly, we classify
the alert data using the classifier in the chapter 3. We
firstly check the accuracy of the mined rule. So we
mined the same data using the apriori-based algorithms
from scratch and the incremental mining methods. As in
the picture, the incremental mining technique is faster
than the previous data mining technique. And the mined
rules are the same.
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Fig. 5. Performance Ratio

The incremental mining only mined the increasing
data and mined data. And then it combined the support
and checked the support in the whole database. So these
methods are very efficient methods to analyze the incre-
mental data. The gab of the changing data is caused by
the scan of the previous data.

5. Conclusions

Intrusion detection systems generate many kinds and
volumes of alert data. And these alert data are increasing
and changing the characters over the time. It is necessary
to do efficient management over the time, so we need the
pattern analysis tool. In order to analyze false alarm pat-
tern created in intrusion detection system, we apply in-
cremental mining extended the previous mining method
to analyze the alert data. 1f we use the previous mining
technique as before, we must spend much cost and time
since the previous mining technique scans the whole data
every time. So, we must always repeat the overlapping
work. But incremental mining technique mines one pre-
vious mined data and increasing data. So this method is
more efficient than the previous one. Using the experi-
ment of this framework, we improved the efficiency of
the suggested framework
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