열악한 환경의 음성 언어 이해를 위한 정보 추출 접근 방식

온지현1, 이창기2, 이근배1
포항공과대학교 컴퓨터공학과
한국전자통신연구원 미래기술연구본부 지식미아닝 연구팀2
(tigger.gblee)@postech.ac.kr1
leeck@etri.re.kr2

An Information Extraction Approach for Spoken Language Understanding in a Hostile Environment.

Jihyun Eun1, Changki Lee2, Gary Geunbae Lee1
Department of Computer Science and Engineering, POSTECH, Pohang, Korea1
Speech/Language Information Research Department,
Future Technology Research Division, ETRI, Daejeon, Korea2

요 약
본 논문에서는 환경 감응과 원거리 음성 입력 그리고 노인 발화 등과의 열악한 음성 인식 환경에서의 음성 언어 이해(spoken language understanding)를 위한 정보 추출 접근 방식에 대해 논하고 있다. 정보 추출의 목적은 미리 정의된 slot에 적절한 값을 갖는 것이다. 음성 언어 이해를 위한 정보 추출은 필수적인 요소만을 추출하는 것을 목적으로 하는 개념 집어내기(concept spotting) 접근 방식을 사용한다. 이러한 방식은 미리 정의된 개념 구조 slot에만 관심을 가지기 때문에, 음성 언어 이해에서 사용하는 정보 추출은 언어를 완전히 이해한다고 보는 부분적으로 이해하는 방식을 취하고 있다. 음성 입력 언어는 주로 열등한 인식 환경에서 이루어지기 때문에 많은 언어 오류를 가지고 이로 인해 텍스트 입력에 비해 이해하기 어렵다. 이러한 점을 고려하여, 특정 정보에 집중함으로써 음성 언어를 이해하고자 시도하였다. 도로 정보 안내 영역을 대상으로 한 실험에서 텍스트 입력(WER 0%)과 음성 입력(WER 39.0%)이 주어졌을 때, 개념 집어내기 방식의 F-measure 값은 각각 0.945, 0.823를 나타내었다.

1. 서 론
지금까지 음성 언어 이해를 위한 연구는 광범위하게 진행되어 왔다.[4][5][6][10][11]. 음성 문장의 구문론적 가능성과 의미론적 가능성을 설명하기 위해서 다양한 문법 구조를 이용하는 언어 이해 체계는, 인간이 실제로 사용하는 매우 다양한 형태의 음성 문장이 주어지면 가능한 실험이 허락되기 어렵다. 다군보다 이러한 접근 방식은 원거리 음성 인식, 노인의 발화, 문법적으로 부정확한 문장, 그리고 집음이 많은 환경일 경우 문장의 이해가 매우 어렵다고 한다.
이러한 음성 인식의 한계를 극복하기 위해서 본 논문에서는 정보 추출(information extraction, IE) 기술을 바탕으로 필수적인 요소만 추출하는 것을 목적으로 하는 개념 집어내기(concept spotting) 접근 방식을 제안한다. 이러한 방식은 미리 정의된 개념 구조 slot에만 관심을 가지기 때문에, 언어를 완전히 이해한다고 보는 부분적으로 이해하는 방식을 취하고 있다. 이 방식은 부분적인 언어 이해 방식이지만 특정 영역의 언어 이해를 위해 적절하게 설계된 slot에 있기 때문에 각 slot의 값으로부터 언어 이해에 필수적인 정보를 얻을 수 있다는 특징이 있다.
본 논문은 다음과 같이 구성되어 있다. 2절에서는 기존의 음성 언어 이해에 사용했던 몇 가지 접근 방식, 정보 추출 기반의 새로운 접근 방식과 비교하여 알아본다. 3절에서는 새로운 방법론을 제시하게 설명하고, 4절에서는 실험 결과와 분석을 실시한다. 마지막으로 5절에서는 결론 및 향후 연구 과제에 대하여 논한다.
2. 관련연구

앞서 언급한 대로 다양한 문법 규칙을 이용하는 언어 이해 체계는 인간이 실제로 사용하는 매우 다양한 형태의 음성 문장이 주어지면 간결한 성질이 유지되기 어렵다. 이러한 단점이 나타나는 이유는 대부분 특정 영역에서 이루어지는 문장의 구문론적 분석이, 대부분 완전하지 않고 많은 오류와 애매성을 포함하고 있기 때문이다. 이러한 체계는 일반적으로, 수동으로 구축한 의미적 단계의 문법과 강한 파서(robust parser)를 통해 구현된다[4][11]. 그러나 이러한 의미론적 문법을 통한 접근 방식은 고가의 개발비용이 요구되고, 사용자들 이 특정 체계에서 저장되는 문법 규칙에 대해 무지할 경우 적절한 작업이 이루어지지 않을 가능성이 있다.


3. 정보 추출을 기반으로 하는 음성 언어 이해

본 논문에서는 음성 언어 이해 체계를 위해 개념 집어내기 접근 방식으로 정보 추출 기술을 제안하였다. 이 장에서는 문장 단위의 개념 구조 slot 정의, 최대 엔트로피(Maximum Entropy, ME) 모델[1]을 사용한 정보 추출 방법론, 그리고 시스템의 학습 및 평가 과정에 대해서 설명한다.

3.1 Slot 정의

예를 들어 도로 정보 안내와 같은 특정 영역에서 이루어지는 언어 이해에 정보 추출 기술을 적용하기 위해서 우선 몇 가지 slot을 정의해야 한다. 임의의 한 문장 에서 어휘어에 따른 문장 전체의 발화 의도를 나타내는 surface speech-act slot, 화자가 요구하는 직접적인 행동을 나타내는 action-type slot, 그리고 각 행동에 부가적인 여러 가지 component slot(예를 들면, 도메인에 따르 source, destination, via, address 등)이 정의된다. 이 중 surface speech-act slot과 action-type slot을 대상으로 하는 정보 추출은 분류(classification) 문제로 취급된다. Surface speech-act slot의 값은 yn-question, wh-question, request 등 여러 가지 문장 형태 중 하나가 문장 단위로 할당된다. Surface speech-act slot과 비슷하게, action-type slot의 값은 특정 영역에서 등장하는 행동 중 하나가 할당된다. 도로 정보 안내 영역의 경우, confirm-route(길 확인), search-route(길 탐색), search-address(주소 탐색) 등이 이에 해당한다. Source(출발지), destination(목적지), via(경로), address(주소) 등 action component slot에 대한 정보 추출은 개체명 인식(named entity recognition, NER) 문제로 취급되며, 각각의 개체명은 구문론적 구(구) 단위로 인식된다.

3.2 Maximum Entropy Classification Model

최대 엔트로피(Maximum Entropy, ME) 모델[1]은 주어진 제약 조건을 만족하는 여러 확률 분포 중에서 가장 균일한 문법 구조를 가지는 모델이다. 바꾸어 말하면, ME 모델은 주어진 제약 조건 하에서 최대 엔트로
로피를 가지는 확률 구조를 가지고 있다. 이를 수식으로 나타내면 아래와 같다.

\[ P = \{ \text{models consistent with constraints} \} \]

\[ H(p) = \text{Entropy of } p, p \in P \]

\[ P_{ME} = \arg\max_{p \in P} H(p) \]  \hspace{1cm} (1)

여기서 \( P_{ME} \)가 최대 엔트로피 확률 구조를 가지는 모델이다.

특히, ME 모델은 다양한 이질적인 정보를 통합하는 데 유용한 구조를 가지고 있다. ME 모델의 목적은 주어진 conditional probability를 최대화시키는 \( y \)값을 찾는 데 있다. 정보 추출 기반의 음성 언어 이해를 위한 ME 모델에서, \( x \)는 문장의 문맥이고, \( y \)는 특정 영역에서 문장 상대적으로 정의된 slot의 값이다. \( k \)개의 자질 제약조건이 주어졌을 때, conditional probability는 다음과 같다.

\[ p(y|x) = \frac{1}{Z(x)} \exp \left( \sum_{i=1}^{k} \lambda_i f_i(x, y) \right) \]  \hspace{1cm} (2)

여기서,

\( k \)는 자질 개수,

\( f_i \)는 각 자질,

\( \lambda_i \)는 각 자질의 가중치 메개변수.

\[ Z(x) = \sum_y p(y|x) = 1 \]을 보장하기 위한 정규화 요소이다.

ME 모델의 가장 두드러진 특징은 모델의 특성을 완전히 드러내는 후보 자질들을 선택해 주기만 하면 된다는 점이다. 그 외의 많은 ME 모델 알고리즘에 따라 작 업이 진행된다. 여러 후보 자질 중에서 ME 모델로 표현되며, 앞에 의미 있는 자질을 선택하는 일과 선택된 자질의 가중치 메개변수를 계산하는 일은 ME 모델 알고리즘에서 해결된다.

본 논문에서는 후보 자질로 구문론적 자질과 의존 관계 자질을 사용하였다. 구문론적 자질은 품사 부착(part-of-speech tagging)과 구 문법(phrase chunking)과 같이 여러 구문 분석 단계를 거쳐서 나온 결과로 이루어진다. 의존 관계 자질은 의존 관계 파서(depen-dency relation parsing)을 통해 주어진 주어-수사구의 관계 분석 결과로 이루어진다.

ME 모델의 메개변수 추정에 사용되는 알고리즘에는 Generalized Iterative Scaling (GIS) [3], Improved Iterative Scaling (IIS) [2], 그리고 Limited Memory BFGS (L-BFGS) [7] 등 잘 알려진 것이 몇 가지 있 다. 본 논문에서는 대규모 비선형 최적화를 위한 L-BFGS 알고리즘을 사용하였다.

3.3 학습 및 평가 과정

본 논문에서는 제시한 정보 추출 기반의 음성 언어 이해 체계에서는 ME 모델을 학습하기 위해서 테스트 문장을 사용하였다. 학습에 사용된 자질은 문장의 구문/의존 관계 분석 결과로부터 선택했고, 미리 정의된 구조의 slot-value 쌍, 즉 정답은 음성 언어 말뭉치의 semantic frame tagging한 결과로부터 얻을 수 있다. 그러나 메개변수 추정 후에 특정 모델의 메개변수를 얻을 수 있다. 훈련된 모델의 메개변수는 특정 slot-value 가 가지어질 가능성을 나타내기 때문에 음성 언어 형태의 평가 데이터에서 추적하면 slot 값의 확률 분포를 계산할 수 있다. 그리고 이 분포에서 가장 높은 확률 값을 가지는 것을 미리 정의된 slot의 정답으로 선택한다. ME 모델을 이용한 학습 및 평가 과정은 Fig 1와 같다.

![Fig 1. 학습 및 평가 과정](image)

4. 실험

본 실험에서는 정보 추출 기반의 한국어 음성 언어 이해 체계를 구현하였고, 학습 데이터에 의한 정보 annex 영역의 말뭉치를 사용하여 다양한 실험을 수행하였다.

4.1 실험 설정

도로 정보 annex 영역 말뭉치는 semantic frame tagging 된 462개 한국어 문장으로 이루어져 있고, 이
만들어지는 텍스트 문장과 읍성 문장(음성 인식기 결과) 두 가지 유형이 있다. 한국어 읍성 인식기는 LG전자가기술원에서 만든 것을 사용하였고, 도로 정보 안내 영역에서 읍성 인식 성능은 WER(word error rate) 39.0%이다. 본 실험에서 정보 추출 기반의 읍성 이해 시스템은 텍스트, RNN로 학습하였고, 텍스트 문장과 읍성 문장으로 평가 결과를 비교하였다.

본 체계의 성능을 평가하기 위해서 각 문장은 surface speech-act slot, action-type slot, 여러 component slot에 대해 semantic frame tagging이 요구된다. Surface speech-act와 action-type은 한 문장 전체로부터 결정되기 때문에, 이 두 slot은 문장 단위로 산출된 자질들을 사용하였다. 반면에 action component slot은 한 문장 내에서 각 구문론적 구(46) 단위로 결정된다. 그래서 이 경우 현재 구 분만이 아니라 문맥 정보를 위해 이전, 이후 구로부터 추출된 자질까지 사용하였다. 예를 들어 한 문장의 slot-value 구성은 아래와 같다.

여기서 잘 알고기 거는데 한남대로를 가지려고?
source destination - via -
surface = yn_question
action = confirm_route
source = 여기
destination = 남성
via = 한남대로

본 실험의 평가 적도로는 일반적으로 잘 알려진 재현율(recall), 정확률(precision), 그리고 이것들의 조화 평균인 F-measure를 이용하였다.

\[
F - measure = \frac{2PR}{P + R}
\]

4.2 실험 결과

본 논문에서의 실험은 크게 두 가지로 나눌 수 있다. 첫 번째 실험은 정보 추출 기반의 읍성 언어 체계가 읍성 입력에 대해서 얼마나 강함을 유지하는지에 대한 것이다. 두 번째 실험은 자질 선정에 있어 응용 관계 자질이 읍성 언어 이해 방향에 도움이 되는지에 대한 것이다.

4.2.1 텍스트 입력과 읍성 입력의 결과 성능 비교

본 실험에서는 도로 정보 안내 영역의 462개 한국어 문장으로 10-fold cross validation을 수행하였다. 텍스트 문장으로 의미 구조를 추출한 결과가 읍성 문장에 사용한 결과보다 뛠등히 뛠어나다는 것을 Table 1,2에서 확인할 수 있다. 여기서 텍스트 문장은 WER 0%인 읍성 문장으로 간주될 수 있다. 주의할 점은 WER 39.0%인 읍성 문장이 주어졌을 때, 본 논문에서 제안한 정보 추출 기반의 읍성 언어 이해 성능에서 보이는 두 입력 간의 성능 차이는 F-measure 0.122에 불과하던 사실이다. 이러한 결과는 정보 추출 구조를 기반으로 하는 개념 집어내기 방식이, 보다 높은 WER를 가지는 읍성 입력에 대해서도 강점함을 유지한다는 것을 보여준다.

<table>
<thead>
<tr>
<th>재현율(R)</th>
<th>정확률(P)</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>surface</td>
<td>0.989</td>
<td>0.989</td>
</tr>
<tr>
<td>action</td>
<td>0.993</td>
<td>0.993</td>
</tr>
<tr>
<td>comp. slots</td>
<td>0.888</td>
<td>0.937</td>
</tr>
<tr>
<td>micro average</td>
<td>0.960</td>
<td>0.931</td>
</tr>
</tbody>
</table>

Table 1. 텍스트 입력(WER 0%)에 대한 결과

<table>
<thead>
<tr>
<th>재현율(R)</th>
<th>정확률(P)</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>surface</td>
<td>0.870</td>
<td>0.870</td>
</tr>
<tr>
<td>action</td>
<td>0.896</td>
<td>0.896</td>
</tr>
<tr>
<td>comp. slots</td>
<td>0.732</td>
<td>0.834</td>
</tr>
<tr>
<td>micro average</td>
<td>0.855</td>
<td>0.793</td>
</tr>
</tbody>
</table>

Table 2. 읍성 입력(WER 39.0%)에 대한 결과

4.2.2 응용 관계 자질을 사용했을 때 성능 비교

두 번째 실험은 자질 선정에 있어 응용 관계 자질이 읍성 언어 이해에 얼마나 기여하는데에 대한 것이다. 비교 대상은 구문론적 자질(syntactic features, SF)만을 사용한 경우와 추가적으로 응용 관계 자질(dependency relation features, DRF)를 사용한 경우이다. 구문론적 자질하는 품사 정보, 구 단위 정보, 어휘 정보가 있다. 응용 관계 자질은 응용 관계 파서로 주요어구-수식어 구의 관계를 분석한 결과에서 현재구의 주요어구에 대한 정보로 이루어진다. 한 문장에서 나타나는 응용 관계를 Fig 2에서 살펴볼 수 있다.

Fig 2. 응용 관계 예제

Table 3에서 보는 바와 같이, WER 39.0%인 읍성 입력이 주어졌을 때 구문론적 자질만 사용한 경우와 추가적으로 응용 관계 자질을 사용한 경우, 각각 F-measure 0.779, 0.780보다 높은 성과 차지가 읍성 언어 이해 방향에 도움을 준다는 것을 알 수 있다.
5. 결론

본 논문에서는 영어 음성 인식 환경에서 다양하고 비독립적인 자질을 사용하여, 음성 언어 이해를 위한 새로운 방법으로써 정보 추출 접근 방식을 제안하였다. 또한 정보 추출 기반의 음성 언어 이해를 위한 페턴 분류 방법으로는 Maximum Entropy 모델을 적용하였다. 그리고 실험 결과에서 알 수 있듯이, 문장에서 다양한 관찰 자질을 추출하여 미리 정의된 의미 구조 slot의 값을 갖는 방법을 이용한 정보 추출 기술이 음성 언어 이해에 효과적으로 작용한다는 사실을 확인했다.

여러 실험에서 보다시피, 한국어 음성 인식기의 성능은 WER 39.0%로 인식률이 매우 낮은 음성 문장이 입력으로 주어졌지만 텍스트 입력과 음성 입력의 언어 이해 성능 차이는 F-measure 0.122에 불과하였다. 따라서 도로 정보 안내 영역에서의 성능 평가 결과는 본 논문에서 제안한 정보 추출 기반의 음성 언어 이해 시스템이 많은 오류를 포함한 음성 언어가 입력으로 주어져도 강건함을 유지한다는 것을 보여준다. 또한 음성 관계 파싱의 결과로부터 새로운 음성 관계를 추출하여 자질로 사용하였을 때, F-measure 0.001 정도로 성능 향상에 도움을 준다는 것을 확인하였다.

현재 본 연구는 한국어로 된 도로 정보 안내 영역에 적용되고 있으나, 추후에는 다른 여러 음성 언어 이해 체계와 체계적인 비교를 하기 위해 ARPAR ATIS (Air Travel Information System) 방송쳐를 사용해 영어 쪽으로 확장해 볼 계획이다.
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